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The relevance. These are the first studies in the Kivi region. Due to the presence of titanium and zinc in the area, these studies are 
necessary. Artificial Neural Network and K-means methods for element behavior measurement are new methods in mineral exploration. 
The main aim of the research is to identify Ti and Zn geochemical behavior for prediction Ti by ANN and K-means methods. 
Object: Kivi 1:100000 geochemical map in Ardabil province, Iran. 
Methods. The samples taken from bottom sediments of the Kiwi region, which were analyzed by the ICP-MS method, served as the initial 
data. Then, the behavior of these elements in relation to each other and their geographical coordinates was analyzed by the K-means 
clustering method. The amount of titanium was also predicted with the artificial neural network (ANN- GRNN). 
Results. The Ti and Zn elements relationship was determined using this K-means method taking into account the latitude and longitude of 
the samples to estimate the grade and more accurate estimation of the appearance and extent of the geochemical halos in the studied 
area. According to the results obtained during processing of these elements, a regression equation was drawn up to estimate the titanium 
content based on three parameters: Zn content, the length and width of the sampling points, the correlation coefficient. According to the 
K-means cluster centers and artificial neural network, the Ti element grade was predicted and the correlation coefficient was reported 0,51. 
Both methods produce the desired results, but the artificial neural network method has more accurate data. Schematic maps of the initial 
and predicted Ti content were constructed. The results of the study can be used in the course of geological exploration to forecast and 
identify new promising areas. 
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Introduction 

In recent years, due to the high dependence of mineral 
projects on the precise determination of the tonnage of 
mineral materials, various methods have been developed 
to estimate the grade, such as geometric methods based 
on distance and geostatistics [1, 2]. Determining the grade 
of different anomalous communities is very important 
when calculating mineral reserves, as well as when 
processing minerals. [3, 4]. 

Each method has limitations and disadvantages which 
affect the accuracy of estimation [5]. One of the new 
methods is the grade estimation using the clustering. The 
cluster analysis methods are widely used in the earth 
sciences. The cluster grouping method is used to classify 
geochemical data [6]. The clustering method is also used 
in processing satellite images (remote sensing), which is 
useful in combining exploratory information layers [7]. 

The cluster analysis relates the observations to each 
other which together have many similarities, then, the 
observations consecutively link them which is most 
similar to previous observations [8]. In other words, in 
clustering, we try to divide the data into clusters that the 
similarity is maximized between the data within each 
cluster and it is minimized between the data within the 
different clusters [9]. There are no classes in the 
clustering method and in fact, the variables are not 
divided independently and dependently, but here, the 
search is performed to access groups of data which are 
similar to each other and the behaviors can be better 
identified by discovering these similarities and it can be 
operated to achieve a better result based on them [10]. 
Clustering method is the indirect method; this means that 
it can be used even when there is no previous information 
from the internal database structure. This method can be 
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used to discover hidden patterns and improve the 
performance of direct methods [11]. 

The K-means method is one of the techniques for 
clustering the data in data mining. It is an exclusive and 
planar method, which has been widely studied by 
different researchers and attempts to cluster the samples 
with the specified number of k classes so that the total 
Euclidean intervals of each sample are minimized from 
the center of the class [12]. Some of clustering methods 
applications include: the division of the geological terrain 
[13], the classification of the effect of vegetation and the 
recovery of water health in the Mediterranean coast 
forests [14], the presentation of geochemical patterns in 
mineral areas [15], the prediction of organic carbon in the 
intelligent systems [16, 17], and the determination of gas 
diffusion effect in urban environments [18]. 

In recent years, considerable attention has been given 
to developing estimation and forecasting models based on 
artificial intelligence techniques such as artificial neural 
networks (ANNs) and expert systems. These techniques 

have been successfully applied to a wide range of 
engineering applications by many authors reporting 
higher accuracy compared to classical estimation methods. 
ANNs are computer models that are designed to emulate 
human information processing capabilities such as 
knowledge processing, speech, prediction, and control. 
The ability of ANN systems to handle a large number of 
variables with complex relationships, spontaneously learn 
from examples, reason over inexact and fuzzy data, and 
to provide adequate and quick responses to new 
information has generated increasing acceptance of this 
technology in different engineering fields. 

In this article, the behavior of the titanium and zinc 
elements has been evaluated using K-means method, 
MATLAB and SPSS software based on the data collected 
from the drainage sediments in the Kivi area and then the 
titanium grade is predicted as well with the artificial 
neural network. The Kivi area, located in the East 
Azerbaijan Province of Iran (Fig. 1), has a high mineral 
potential of metal elements [19]. 

 

 
Fig. 1.  Geographical location and simplified geological map of Kivi region in north Iran  

Рис. 1.  Географическое положение и упрощенная геологическая схема региона Киви на севере Ирана 
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Geological setting of studied area 

The geology map of Kivi is located in Ardabil 
province among the cities of Ardabil, Khalkhal and 
Mianeh (Fig. 1). This area is located in the northwestern 
part of the 1:250000 geological map of Anzali port and its 
geographical coordinates are 48° 00’ to 48° 30’ Eastern 
longitude and 37° 30’ to 38° 00’ northern latitude. 

The trend of the mountain ranges in this region is 
mostly north-south and very harsh morphology. The 
region includes Eocene and young volcanic rocks in the 
northwest and along the Ardabil–Kivi road, there are 
outcrops of Neogene loose marl sediments, flat ground 
and hill-like marshes. In general, there are two main 
mountain ranges in this area. The mountains of the 
eastern part of the region, the highest elevation of which 
exceeds 2600 meters, and the mountain range of the 
western part, with the highest elevation of about 
2500 meters. 

The Kivi area consists of three sedimentary, igneous 
and metamorphic units. The oldest existing sedimentary 
unit is the pre-Cretaceous rocks, and the youngest one is 
Quaternary sediments. The geological characteristics of 
the rock units are as follows: 

Pre-Cretaceous Rocks 

In the western part of Haji Yousef Village along the 
Sangabad Road, the outcrops of metamorphic rocks with 
inclusions of sericite schiste, andalusite micaschiste. 

Upper Cretaceous 

Cretaceous limestone outcrops are found only in the 
southeastern part of the area, which are more spread to 
the east. These formations are massive and thick layers 
silica limestone, and is found between lime shales, 
calcareous shales, and pyrite shales in it. Its color is gray. 

Eocene 

In the region, it is a sedimentary and igneous unit that 
covers most of the area which includes conglomerate, 
green tuffs, tuffaceous sandstone, lithic tuff, sand 
limestone and tuff limestone, andesitic lava, andesitic 
basalt and basalt, rhyolitic and rhyodacitic yellowish tuffs 
[20, 21]. 

Methodology and materials 

Exploratory Geochemistry 

The sampling method, which was used in this area, is 
drainage sediments sampling type. 714 samples of 
drainage sediments were collected from the Kivi area and 
analyzed on 63 elements (Ag, Al, As, Au, Ba, B, Be, Bi, 
Br, Ca, Cd, Ce, Co, Cr, Cs, Cu, Eu, F, Fe, Ga, Ge, Hf, Hg, 
In, Ir, K, La, Li, Mg, Mn, Mo, Na, Nb, Nd, Ni, Os, P, Pb, 
Pd, Pr, Pt, Rb, Re, Ru, S, Sb, Sc, Se, Si, Sn, Sr, Ta, Te, 
Th, Ti, Tl, U, V, W, Y, Yb, Zn, Zr) using ICP-MS 
method. The location of the samples can be seen in Fig. 2. 

Raw Data Preparation Methods 

Before using raw data the censored and outlier data 
must be identified and replaced. Censored data is said to 
be the data among which, due to the high sensitivity limit 

of measuring devices, a number of data are found to be 
smaller than the device sensitivity limit. Such data can 
make statistical problems, because, firstly, statistical 
methods require a complete set of non-censored data, and 
secondly, in some cases, such as anomaly separation from 
background and relative measurements, the existence of 
censored data leads to inappropriate evaluations. If the 
censored data are identified and replaced, the amount of 
background and intensity of the anomalies will be 
calculated more accurately [22–25]. 

As the existence of censored data among geochemical 
data leads to errors, outlier data also have the same effect 
on the results. The release of statistics is the point of 
observation, remote from other observations [26, 27]. 
Outlier may be due to measurement variability or may 
indicate experimental error, the latter are sometimes 
excluded from the dataset [28]. Emissions can cause 
major problems in the statistical analysis. Outliers can 
occur randomly in any distribution, but they often 
indicate either measurement error or that the population 
has a heavy-tailed distribution [29]. 

 

 
Fig. 2.  Location of geochemical samples on Kivi area 

topography map [30] 

Рис. 2.  Расположение геохимических точек отбора 

проб на топографической карте района Киви 

[30] 

Several methods can detect and replace censored and 
outlier data. In this study, a simple method is used to 
replace sensor data. In this method, the values lower than 
sensitivity limit are replaced by 3/4 of data value. The 
main problem of this method is that it is by no means 
influenced by the statistical parameters of the data society 
and is merely a function of the sensitivity limit of the 
measurement method [31]. 
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In order to identify and replace the outlier data, the 
Doerffel method was used [29]. Using this method, a 
graph for determining the threshold of outlier data values, 
which is provided for two levels of significance of 5 and 
1 % (Fig. 3). 

To perform the Doerffel test, the average )(x and 

standard deviation of the data (s) is calculated regardless 
of the largest amount of data. Then the largest amount of 
data (xA) is considered to be outside of the row if it is true 
in the following equation (1): 

. .Ax x s g     (1) 

Where «g» is the outlier threshold, which can be 
calculated from the graph shown in Fig. 3. 

 

 
Fig. 3.  Threshold of outlier values (g) as a function of the 

sample number (n) and the level of trust 

Рис. 3.  Пороговое значение выбросов (g) в зависимости 

от номера выборки (n) и уровня доверия 

K-Means 

The K-means algorithm starts with a given value for K 
(number of classes) and tries to estimate the following 
cases: 

 Finding the points as centers of clusters, in fact, these 
points are the same average points of each cluster. 

 Assigning each sample data to a cluster that data has 
the smallest distance to the center of that cluster [32]. 
In the simple form of this method, first, the points are 
selected randomly as much as needed clusters. Then, 
the data is assigned to one of these clusters according 
to the similarity and so, new clusters are obtained [33]. 

 New centers can be calculated for them in each of 
iterations by repeating the same steps and averaging 
of data and again the data can be attributed to new 
clusters [34].  
The important steps of this algorithm are summarized 

as follows [35]: 
1. First, k members randomly are selected as the number 

of clusters among the n members (k is the number of 
clusters). 

2. Zj vector is calculated based on equation (2) which 
represents the center of each class Cj. 

𝑧𝑗 =
∑ 𝑥𝑥∈𝑐𝑗

#𝑐𝑗
𝑓𝑜𝑟 𝑗 = 1. … . 𝑘.    (2)  

3. In this equation, x represents the vector of a sample 
which is a member of Cj and #Cj represents the 
number of samples which are members of the Cj 

class. It should be noted that relation (2) is used to 
calculate the center of each class during solving and 
usually, k samples are randomly selected at the start 
of the algorithm and are considered as the center of 
each class [9]. 

4. Computing of the target function of the classification 
{C1, C2, …, Ck} is based on equation (3) which 
calculates the total distance of samples from the 
center of the classes. 

𝑓(𝐶1 . 𝐶2 . ⋯ . 𝐶𝑘) = ∑ ∑ |𝑋 − 𝑧𝑗|
2

𝑋∈𝐶𝑗

𝑘

𝑗−1

.    (3) 

5. Minimize the objective function of equation (3) and 
find the proper classification on the M set with the 
number k of classes.  
To speed up the operation above the authors 

introduced a software [36–38].  

Artificial Neural Network 

ANN are a class of flexible non-linear models to 
simulate biological neural systems. ANN are widely used 
to solve many complex problems in various fields, 
including pat-tern recognition, signal processing, 
language learning, and etc. Typically, a biological neural 
system consists of several layers, each of which consists 
of a large number of neural units (neurons) that can 
process information in parallel. The models with these 
features are known as ANN models. A typical neuron 
structure is shown in Fig. 4. 

 

 
Fig. 4.  Typical neuron of radial basis network  

Рис. 4.  Типичный нейрон радиальной опорной сети 

The basic information processing occurs in the 
following manner: input (P), coming from another neuron 
are multiplied by their individual weight (w1,i), and 
weighted input connections are combined within the 
neuron and the displacement member (bi) is added to the 
summation in the neuron to increase or decrease the input 
(nj) which included in the activation function (Fig. 5). 

When these neurons are combined into a neural 
network, the system goes through a training stage, in 
which pairs of inputs and outputs are introduced into the 
network, and the weights of the neurons are changed to 
make the network. 

The outputs match the desired outputs as closely as 
possible. According to the learning algorithm, several types 
of neural networks such as Backpropagation Neural Network 
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(BPNN), Probabilistic Neural Network (PNN) and general 
regression neural network (GRNN) have been designed in 

MATLAB software. Since GRNN method is used in this 
study, it is therefore described below briefly [41]. 

 

 
Fig. 5.  Three examples of activation functions [39, 40] 

Рис. 5.  Три примера функций активации [39, 40] 

GRNN is a three-layer supervised network (input, 
hidden and output layer), where there is one hidden 
neuron for each training pattern in the hidden layer. 
A memory-based network that provides estimates of 
continuous variables and converges to basic surface 
regression is fast to learn and can model nonlinear 
functions [39]. It can be thought of as a normalized RBF 
(Radial Basis Functions) network that has a hidden unit 
centered in each learning case. These RBF units are 
usually probability density functions such as Gaussian. 
The only weights that need to be examined are the RBF 
block widths. These widths are called «smoothing 
parameters (r)». The main disadvantage of GRNN is that 
it cannot ignore irrelevant inputs without major changes 
to the underlying algorithm. Thus, GRNN is unlikely to 
be the best choice if there are more than 5 or 6 redundant 
inputs [42–44]. 

Regression of the dependent variable Y to the 
independent variable X is the calculation of the most 
likely Y value for each X value based on a finite number 
of possible noisy X dimensions and associated Y values. 
The X and Y variables are usually vectors. To carry out 
system identification, it is usually necessary to take some 
functional form. In the case of linear regression, for 
example, it is assumed that the output Y is a linear 
function of the input, and the unknown parameters, ai, are 
linear coefficients. The procedure does not have to take a 
particular functional form. The Euclidean distance (d

2
i) it 

measured between the input vector and the weights, 
which are then, scaled using the smoothing coefficient. 
Output radial exponent basis is negatively weighted 
distance. The GRNN equations (4), (5) are as follow: 

di
2
 = (X – X

i
)

T
(X – X

i
);  (4) 

𝑌(𝑋) =

∑ exp(−
𝑑𝑖

2

2𝜎2)

𝑖=1 𝑡𝑜 𝑛

∑ exp(−
𝑑𝑖

2

2𝜎2)

𝑖=1 𝑡𝑜 𝑛

.    (5) 

Grade Y(X) can be visualized as a weighted average of 
the observed values Yi, where every observed value is 
exponentially weighted according to its distance from 
Euclidean X. Y(X) is simply the sum of the Gaussian 
distributions, centered on each training sample. In this 
theory, r denotes a smoothing coefficient and smoothing 

optimum coefficient can be determined after several runs 
in accordance with a mean square error of the estimated 
values, which should be minimal. This process is called 
network training. If several iterations go through without 
improving the mean square error, the smoothing factor is 
determined to be optimal for this dataset. During 
production, the smoothing factor is applied to datasets 
that the network has not previously seen. When applying 
a mesh to a new dataset, increasing of smoothing factor 
will decrease the range of the output values. There are no 
learning parameters in GRNN such as learning rate, 
momentum, optimal number of neurons in the hidden 
layer, and learning algorithms like in BPNN. In addition, 
GRNN has a high evaluation rate relative to BPNN. The 
GRNN structure has a smoothing factor, the optimal 
value of which is achieved by trial and error. The 
smoothing factor should be greater than 0 and can usually 
range from 0,1 to 1 with acceptable results. The number 
of neurons in the input layer is the number of entries in 
the task, and the number of neurons in the output layer 
corresponds to the number of outputs. The number of 
neurons in the hidden layer is these training patterns. 
Since GRNNs evaluate each output independently of the 
other outputs, GRNNs can be more accurate than BPNNs 
when there are multiple outputs. GRNNs work by 
measuring how far a given sample is from the samples in 
the training set. The network predicted output is the 
proportional value of all outputs in the training set. The 
proportion depends on how far the new template from the 
set of patterns in the training set [45]. 

Results and discussion 

In various studies, such as the research of relationship 
of altered diorite with magnetite mineral in the Chilean 
Iron Belt [46] showed that, the relationship between 
copper and molybdenum of porphyry copper ore, and the 
relationship between elements of the platinum group of 
porphyry copper ore, the behavior of elements has been 
measured relative to each other in various methods. This 
article is a purely mathematical study and these methods 
are selected to create a new perspective on the science of 
behaviorism and estimation of elements in geochemical 
data. The K-means clustering method is one of the new 
ones in behavioral measurement and the artificial neural 
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network method is also emerging in the world. For this 
reason, we think that the combination of these two 
methods can be very efficient and attractive. In the 
current study, k optimum value has been calculated using 
the K-means method for clustering the drainage sediment 
data in the Kivi area with three grade value of elements of 
titanium and zinc (taking into account the coordinates of 
the sampling points), because the zinc element is 
important in determining the geochemical halos of the 
titanium element. Using the coordinates for predicting, 
transforms our method from a numerical to a structural 
one and brings our results closer to geological structures. 

In this study, two appropriate criteria have been used 
to calculate the appropriate value of k to determine the 
number of clusters. The first used benchmark is the S(i) 
that the number of clusters is changed from 3 to perfect 
number based on it and then, the obtained results are 
analyzed to select optimal k using the above benchmark.  

An appropriate benchmark has been calculated 
according to equation (6) for determining optimum k. The 
obtained classifications are measured based on the 
benchmark.  

𝑆(𝑖) =
Min ( Ave𝑔 _ Between(𝑖.𝑘)) −Aveg_Within(𝑖)

𝑀ax [Aveg_Within(𝑖).Min(Aveg_Between(𝑖.𝑘))]
  .    (6) 

In the above equation, S(i) expresses the utility rate of 
the i

th
 sample in its class, the parameter Aveg_within (i) 

represents the average distance between the i
th

 sample 
and the other samples in that class and the parameter 
Aveg_Between (i.k) represents the average distance 
between the i

th
 sample and the other samples which are 

members of another class such as k. 
The results are analyzed by calculating the utility rate 

as an average utility. The utility rate varies between –1 
and +1; as this value approaches to +1, the sample is a 
member of more appropriate classification and as it 
approaches –1, it has an inappropriate classification and 
the zero number means that the presence of the sample is 
not very important in the current classification or another 
classification. So, the value of equation (10) is calculated 
for each sample and then the obtained results are 
analyzed by calculating the average numbers as the 
average utility rate of the classification. 

The second used benchmark is the quality function. 
According to the information, the best cluster maximizes 
the total similarity between the cluster center and all 
cluster members and minimizes the total similarity 
between cluster centers. First, a range is determined for 
the number of clusters to select the best cluster which is 
between 3 and 10 in this research. Then p(k) is calculated 
for each value k. 

The k value is selected as the optimal number of 
clusters which maximizes p(k). In this way, the number of 
clusters can be selected, the distance is maximized 
between cluster centers and the similarity of cluster 
centers with the members within each cluster. The quality 
of clustering results is determined using k clusters 
according to the equations (7)–(12) [43]: 

𝑂 = {𝑐𝑛|𝑛 = 1. … . 𝑘};   (7) 

𝑂𝑛 = {𝑐𝑖|𝑖 = 1. … . ‖𝑇𝑐 − 𝑂‖};        (8) 

𝜌(𝑘) =
1

𝑘
∑ (𝑚𝑖 𝑛 {

𝜂𝑛+𝜂𝑚

𝛿𝑛𝑚
})

𝑘

𝑛=1
;  (9) 

𝜂𝑛 =
1

‖𝜎𝑛‖
∑ 𝑆ⅈ𝑚(𝑐𝑗 . 𝑐𝑛)

𝑐𝑖∈0𝑛
;  (10) 

𝜂𝑚 =
1

‖𝜎𝑚‖
∑ 𝑆ⅈ𝑚(𝑐𝑗 . 𝑐𝑚)

𝑐𝑖∈0𝑚
;  (11) 

𝛿𝑛𝑚 = 𝑆𝑖𝑚(𝐶𝑛 . 𝐶𝑚).       (12) 

In these equations, O is the set of cluster centers; C
n
 is 

the center of clusters; O
n
 is the set of elements which has 

not been selected as cluster centers; T
c
 is the set of all 

elements which is clustered; ηn is the average similarity 
between the center of the cluster C

n
 and all the cluster 

elements of O
n
; ηm is the average similarity between the 

center of the cluster C
m
 and all the elements of the cluster 

O
m
, and δnm is defined as the similarity of C

n
 and O

n 
[44]. 

The monitoring of Ti and Zn elements relative to each other 

In order to study the behavior of the elements relative 
to each other, the cluster profile and the utility rate of 
each sample were determined in pair for classifications 
k=3 and k=20 for the elements of titanium and zinc, and 
the results of the utility rate of the classes have been 
compared, the best class is determined according to the 
utility rate of the classes, and then the centers of the 
clusters of each class are determined according to it. 

As the Fig. 6 shows, class 6 is selected as the best one 
according to the class profile diagrams and the utility rates 
of best class for the two Ti and Zn elements, since if the 
utility factor is close to 1, the samples are more correctly 
located in the class. According to the diagram, the little 
negative values are also found in this classification. 

The utility rate average in this classification is equal to 
0,6964 which is greater than the average utility rate of 
other classes. 

The value of k has been increased to 100 due to the 
changes in the utility rates and to ensure the results, but the 
utility rate has not exceeded the rate of the best classification 
of each class, and it has decreased for more than 20. 

The diagram of validation value S(i) can be shown in 
Fig. 6 based on changing the number of clusters to select 
the optimal cluster number which is easier to compare. In 
other words, a cluster is selected as the optimal number of 
clusters which has the highest value of S(i). Fig. 7 shows 
the value of S(i) for two elements of Ti and Zn which has 
the highest value in the cluster 6. 

 Also, the proper number of clusters is determined 
according to the quality function and using the value of 
p(k). The value of p(k) has been calculated using the 
equation (6) for different k values to determine the 
number of clusters. As it is stated, the maximum value of 
p(k) represents the proper number of clusters. Table 1 
shows the values of p(k) corresponding to the number of 
clusters. The highest value is 0,6845 in monitoring the 
two elements of Ti and Zn. Consequently, the most 
suitable number of clusters is 6 and therefore the number 
of clusters is 4 for two elements of Ti and Zn with 
location of the samples. As can be seen, the proper 
number of clusters is obtained from the quality function 
which is consistent with the standard results of S(i). 
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Fig. 6.  Profile of clusters and utility rates from 4 to 7 classes related to two elements of Ti and Zn  

Рис. 6.  Профиль кластеров и коэффициенты полезности с 4 по 7 классы, относящиеся к двум элементам Ti и Zn 

 

Fig. 7.  Validation of S(i) value based on the number of clusters (Ti and Zn) 

Рис. 7.  Проверка значений S(i) на основе количества кластеров (Ti и Zn) 

Based on the classification shown in Fig. 8 due to the 
behavior of Ti relative to Zn, Ti increases at Zn growth, 
for this reason, we see the direct relationship of these 
elements. The fitted line equation is Y=0,0132X+6,717 
and the correlation coefficient of the equation fitted to the 
center of the classes is equal to R²=0,9774. 

Investigating the Ti behavior regarding the grade of Zn  
and coordinates 

Therefore, in order to obtain center characteristics of 
classes, all input values must be in a standard interval to 

prevent the error in calculations and obtain accurate 

estimation value given the fact that coordinates are 

considered as input features besides the grade of Ti and 

Zn and the interval of coordinates variation and grade 
values are different (Fig. 9, 10). For this reason, all inputs 
were selected in the interval [1, 0] using equation (13).  

The characteristics of cluster centers are given with 
Forth classes in Table 2. 

𝑋norm =
𝑋−𝑋min

𝑋max−𝑋min
.  (13) 
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Table 1.  Values of p(k) for the number of different 
clusters 

Таблица 1.  Значения p(k) для количества различных кла-
стеров 

p(k) Number of clusters Elements 

0,4337 3 

Ti–Zn 

0,5298 4 

0,5898 5 

0,6845 6 

0,5146 7 

0,5674 8 

0,5390 9 

0,5252 10 

0,6053 3 
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n
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s 0,7423 4 

0,6709 5 

0,6625 6 

0,6584 7 

0,6314 8 

0,6125 9 

0,6033 10 

 
Fig. 8.  The best line fitted to the centers of classes per six 

classes for Ti and Zn elements 

Рис. 8.  Лучшая линия, подходящая к центрам классов по 

шести классам для элементов Ti и Zn 

 

 
Fig. 9.  Profile of clusters and utility rates from 3 to 6 classes of Ti and Zn (with coordinates) 

Рис. 9.  Профиль кластеров с 3 по 6 классы Ti и Zn (с координатами) 
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Fig. 10.  Change in the validation of S(i) value based on the 

number of clusters (for Ti and Zn elements with 

coordinates) 

Рис. 10.  Изменение значения проверки S(i) в зависимо-

сти от количества кластеров (для элементов Ti 

и Zn с координатами) 

Table 2.  Normalized characteristics of cluster centers 

Таблица 2.  Нормированные характеристики кластер-
ных центров 

Length Width Zn Ti Class 

1 0,105046 0,874296 0,09511 First 

0,087734 0 1 0 Second 

0,899769 1 0,709867 1 Third 

0 0,824349 0 0,338263 Forth 

The prediction of the titanium grade 

In this section, a relationship between Ti and Zn and 
coordinates using GRNN that is a type of ANN has been 
determined according to the length and width of the 
samples selected from all samples, so that the elements 
grade can be estimated using obtained relationship.  

The titaniun value is introduced to the Matlab 2014 as 
an output variable and the values of zinc and length, and 
width of the points are introduced as input variables. The 
ratio of training data to experimental (test) data is 30 % 
which are randomly selected from all data. 

The regression method with the K-means cluster 
centers was used to predict Ti. For the multi-variable 
regression (equation (10)) in the SPSS software according 
to the length and width of the samples selected from 
cluster centers, so that the element grade can be estimated 
using obtained relationship.  

The titaniun K-means cluster centers value is 
introduced to the SPSS software as a dependent variable 
and the cluster centers values of zinc and length, and 
width of the points are introduced as independent 
variables. Then, the results of Table 3 were reported as 

characteristics and multi-variable regression 
coefficients of equation (14) were calculated.  

The estimation with all samples 

Due to the need to determine the optimal radius of 
estimation in this method, different values from 0 to 1 
were selected experimentally. The optimal value of 0,015 
was selected for the impact radius. 

Fig. 11 shows the estimated continuous line and actual 
point scores in the training data. Also, Fig. 12 shows the 
same thing on test data. 

 

 
Fig. 11.  Titanium estimation line with real values in 

training data 

Рис. 11.  Линия оценки Ti с реальными значениями в 

обучающих данных 

 
Fig. 12.  Titanium estimation line with real values in test data 

Рис. 12.  Линия оценки Ti с реальными значениями в те-

стовых данных 

In the better view of the estimate accuracy, the estimated 
values versus the actual ones in two categories of educational 
and experimental data are given in Fig. 13, 14, respectively. 
The accuracy of these estimates in educational data was set 
at 0,97 and for experimental data at 0,73. 

The estimation with K-means cluster centers 

The formula of the multiple regression line is 
determined (equation (14)) according to the coefficients 
in Table 3. 

y=a1x1+a2x2+a3x3+b.   (14) 

Table 3.  Regression coefficient 

Таблица 3.  Коэффициент регрессии 

a1 a2 a3 b 

–0,0089 –0,0811 399,22 318994 

 

Ti = –0,0089X–0,0811Y+399,22Zn+318994.  (15) 

The obtained R-value represents a parabola equation 
that the regression model has been able to explain the 
variations in terms of y (titanium). Here, the R-value is 70 
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and therefore, 70 % of variations of titanium values are 
due to Xs (i. e. Zn, length and width of the sampling 
points). To validate the titanium grade estimation based 
on the obtained equation (15), a number of actual data 
should be compared with the values obtained from the 
equation to measure the accuracy of the estimator. 
Therefore, 30 % of the samples are randomly separated 
before the multi-variable regression based on the values 

of the Zn element and the length and width of the 
sampling points and replacing it in equation (15). Then 
the values of the element Ti are estimated and compared 
with its actual values according to the samples. The 
results are shown in Fig. 15 as a dispersion diagram. 
Fig. 15 shows the correlation between the real and 
estimated grades with a correlation coefficient of 51 % 
which indicates the relative accuracy of the used method. 

 
 

 
Fig. 13.  Estimated vs. actual data (test) 

Рис. 13.  Расчетные и фактические данные (тест) 

 
Fig. 14.  Estimated vs. actual data (training) 

Рис. 14.  Расчетные и фактические данные (обучение) 

 
Fig. 15.  Estimated versus actual value of Ti  

Рис. 15. Расчетное значение Ti по сравнению с фактическим значением 

Considering the actual titanium amount with the 
Kriging method, the area map (Fig. 16) is drawn to 
compare with the resulting map with the grades obtained 

from equation (12) (Fig. 17). The point of these maps is the 
normalization of all of the parameters. For this reason, it 
can only be used visually for the accuracy of the estimation.
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Fig. 16.  Schematic representation of actual Ti grades with 

the Kriging method on the map  

Рис. 16.  Схематическая карта аномалий фактического 

содержания Ti по методу Кригинга  

 
Fig. 17.  Schematic representation of predicated Ti grades 

on the map  

Рис. 17.  Схематическая карта распространения пред-

полагаемых классов Ti  

Conclusion 

The relationship between the elements Ti and Zn was 
determined using this K-means method, taking into 
account latitude and longitude samples taken to more 
accurately assess the appearance and extent of 
geochemical halos in the study area. According to the 
results obtained during processing of these elements, a 
regression equation was drawn up to estimate the titanium 
content based on three parameters: Zn content, the length 
and width of the sampling points, the correlation 
coefficient. According to the K-means cluster centers and 
artificial neural network, the Ti element grade was 

predicted and the correlation coefficient was reported 
0,51. Both methods produce the desired results, but the 
artificial neural network method has more accurate data. 
Schematic maps of the initial and predicted Ti content 
were constructed. The results of the study can be used in 
the course of geological exploration to forecast and 
identify new promising areas. 

The research was financially supported by the RFBR grant 
no. 18-45-700019 and within the framework of a Competitive-
ness Enhancement Program Grant at Tomsk Polytechnic Uni-
versity. 
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ИССЛЕДОВАНИЕ ГЕОХИМИЧЕСКОГО ПОВЕДЕНИЯ ТИТАНА И ЦИНКА  
НА ОСНОВЕ МЕТОДА K-СРЕДНИХ И ИСКУССТВЕННЫХ НЕЙРОННЫХ СЕТЕЙ  

ДЛЯ ПРОГНОЗИРОВАНИЯ НОВЫХ ПЛОЩАДЕЙ, РЕГИОН КИВИ, ИРАН 
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Актуальность. Это первые геохимические исследования в горнорудном районе Киви. Они необходимы в виду возможного 
наличия в районе перспективных месторождений титана и цинка. Сложность геологического строения определяет необхо-
димость применения нетрадиционных методов исследования и прогнозирования – искусственных нейронных сетей и мето-
дов кластеризации – для оценки поведения химических элементов. 
Цель заключается в определении геохимического поведения Ti и Zn для прогнозирования новых рудоносных площадей и пер-
спективных участков. 
Объект: район Киви в провинции Ардебиль, Иран (Иранский Азербайджан), геохимическая карта масштаба 1:100000. 
Методы. Исходными данными послужили отобранные пробы из донных отложений района Киви, которые были проанализиро-
ваны методом ICP-MS. Интерпретация геохимических данных проводилась с использованием одномерных и многомерных 
статистических методов, включая кластеризацию методом K-средних. Содержания Ti также были предсказаны с использо-
ванием искусственных нейронных сетей. 
Результаты. Согласно результатам, полученным в процессе обработки геохимических данных, было составлено уравнение 
регрессии, которое представляет собой функцию для оценки содержания титана на основе трех параметров: содержания 
цинка, длины и ширины точек отбора проб, коэффициента корреляции. Согласно результатам исследования, были предска-
заны концентрации Ti; коэффициент корреляции между исходными и предсказанными значениями составил 0,51. Метод ис-
кусственных нейронных сетей дает более точные данные, чем кластеризация методом К-средних. Были построены схема-
тические карты исходных и предсказанных содержаний Ti. Результаты исследования можно использовать в процессе прове-
дения геологоразведочных работ для прогнозирования и выявления новых перспективных площадей. 

 
Key words:  
Титан, цинк, регион Киви, метод кластеризации K-средних, искусственные нейронные сети,  
предсказание концентраций элементов. 
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