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Introduction 

 The sinking of the Titanic is one of the most infamous shipwrecks in history. On April 15, 1912, during 

her maiden voyage, the Titanic sank after colliding with an iceberg, killing 1502 out of 2224 passengers and 

crew. While there was some element of luck involved in surviving, it seems some groups of people were more 

likely to survive than others [1]. 

 For a more efficient assessment of the survival rate, it is necessary to do an analysis based EDA, 

Feature Engineering and Data Cleaning. 

 The aim of the work is to prepare data for training the model in order to predict the survival rate based 

on processed features. 

 

Research methods 

 There are 2 datasets in our mission: 

 Train data, contains all features of data. 

 Test data, check the accuracy of the model created. 

 

 In the training set we can see the complete data structure and information, from this, we can get the 

target variable in category type (Survival/Die, 0/1 or etc.). set “Survived” – target variable. If “Survived” = 0, 

then “Die” and if “Survived” = 1 then “Survival”. 

 Before to analyze and create predictive model we need to do five steps: 1) Analysis of the features. 2) 

Finding any relations or trends considering multiple features. 3) Adding any few features. 4) Removing 

redundant features. 5) Converting features into suitable form for modeling. The reason why we use random 

forests algorithm is that among all the available classification methods, random forests provide the highest 

accuracy. The random forest technique can also handle big data with numerous variables running into 

thousands. It can automatically balance data sets when a class is more infrequent than other classes in the data 

[2]. 

 

Description of the data preparation process 

 In the Figure 1 show the basic columns of values. 

 

 
Fig. 1. Data frame of training dataset 

 

 Pclass refers to Ticket class (1 = 1st, 2 = 2nd, 3 = 3rd), SibSp and Parch are spouses and children 

aboard the Titanic and embarked refers to Port of Embarkation (C = Cherbourg, Q = Queenstown, S = 

Southampton). 

 Missing data mechanisms can be divided into three categories: 1) missing completely at random 

(MCAR), 2) missing at random (MAR), 3) Missing not at random (MNAR) [3], in our mission, missing 

data(Cabin) belongs to MNAR and it is not important feature, so we can start analysis features by dividing 

features into different types: Categorical Features: Sex, Embarked. Ordinal Features Class. Continuous 

Features: Age. Then, we can get correlation between the features by using Heat map like Figure 2. 
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Fig. 2. Heat map of correlation matrix 

 

 Now from the above heatmap,we can see that the features are not much correlated. The highest 

correlation is between SibSp and Parch i.e 0.41. So we can carry on with all features.  

 Whenever we are given a dataset with features, it is not necessary that all the features will be important. 

There maybe be many redundant features which should be eliminated. Also we can get or add new features by 

observing or extracting information from other features. Adding new features like Age_band : group a range 

of ages into a single bin or assign them a single value, the maximum age of a passenger was 80, so divide the 

range from 0-80 into 5 bins of size 16. According to the same principle, we add features Fare_cat, Family_Size 

and Alone. At the same time, we should drop the unneeded features and convert string values into numeric. 

Here the result in Figure 3. 

 

 
Fig. 3. Processed data 

 

Conclusion 

 As a result of data preparation, we gained some insights from the Exploratory Data Analysis. It should 

be noted that random forest is a kind of bagging algorithm, but random forest uses CART decision tree as a 

weak learner, and the feature selection of decision tree is also random. Due to the randomness, it is very useful 

to reduce the variance of the model, so the random forest generally does not need additional pruning, that is, 

it can achieve better generalization ability and anti-overfitting ability (Low Variance). 
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