Electroencephalogram Analysis Based on Gramian Angular Field Transformation
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This paper addresses the problem of motion imagery classification from electroencephalogram signals which related with many difficulties such as human state, measurement accuracy, etc. Artificial neural networks are a good tool to solve such kind of problems. Electroencephalogram is time series signals therefore, a Gramian Angular Fields conversion has been applied to convert it into images. GAF conversion was used for classification EEG with Convolutional Neural Network (CNN). GAF images are represented as a Gramian matrix where each element is the trigonometric sum between different time intervals. Grayscale images were applied for recognition to reduce numbers of neural network parameters and increase calculation speed. Images from each measuring channel were connected into one multi-channel image. This article reveals the possible usage GAF conversion of EEG signals to motion imagery recognition, which is beneficial in the applied fields, such as implement it in brain-computer interface.
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1. Introduction

Electroencephalography is one of the most popular non-invasive methods for studying brain activity today. Signals of the electroencephalogram (EEG) show the total electrical activity of neurons in the cerebral cortex, studying these data, you can get a lot of useful information about the human condition. The study of EEG is associated with many difficulties, such as the dependence of signals on age, time of day, the presence of noise, interference and a weak degree of structure.

Classical mathematics methods based on time-frequency, wave or component analysis can be used to study EEG. However, their application often does not provide stable results of recognition of various human conditions, and in some cases their application becomes extremely difficult due to the complexity of the algorithms [2, 4, 6, 7]. Signals of the brain are very complex, which is the main cause of this problem. Classical mathematical techniques (Fourier transforms, wavelet analysis, etc.) are based on the selection of a useful signal from the entire data array and further algorithmic work with it. Often, the selection of such a useful signal is difficult for signals recorded in difficult conditions of psychophysiological experiments, and with the slightest change in state the technique may stop working.

The use of artificial neural networks (ANNs) in application areas such as the brain-computer interface is today a promising area of research [5, 9, 13]. The ability of ANNs to adaptive learning, resistance to signal distortion and a good generalizing effect makes them an excellent tool for classification [11, 12, 16]. There are several approaches to the classification of time series using ANNs [10]. A key factor in the success of the recognition of human activities using EEG is the effective use of data obtained from measuring sensors. In this paper, we use the method proposed in [16]. In this method, the time series is converted into images, after which a convolutional neural network (CNN) is used to analyze them.

2. GAF transform

The GAF (Gramian Angular Field) method [15] was used to classify EEG signals using convolutional neural networks. In this method, the time series is converted to a polar coordinate system. The matrix G is built on the basis of the data obtained, each element of the matrix is equal to the cosine of the sum of the angles. The resulting matrix is converted into an image, which is fed to the input of the convolutional neural network.

The preservation of the time dependence is ensured by such a transformation. The main diagonal is a special case at k = 0, containing the initial values and angular information.

The GAF matrix is a matrix constructed in a series as follows:

1. First, the row is normalized to a segment [−1, 1]:
   \[ \hat{x}_i = \frac{(x_i - \max(X)) + (x_i - \min(X))}{\max(X) - \min(X)} \] (1)

2. Further, the obtained values are translated into the polar coordinate system as follows:
   \[
   \begin{cases}
   \phi_i = \arccos(x_i) \\
   r_i = \frac{1}{N}
   \end{cases}
   \] (2)

3. The GAF matrix is calculated by the formula:
   \[
   G = \begin{bmatrix}
   \cos(\phi_1 + \phi_1) & \cdots & \cos(\phi_1 + \phi_N) \\
   \cos(\phi_2 + \phi_1) & \cdots & \cos(\phi_2 + \phi_N) \\
   \vdots & \ddots & \vdots \\
   \cos(\phi_N + \phi_1) & \cdots & \cos(\phi_N + \phi_N)
   \end{bmatrix}
   \] (3)

The final matrix stores all the information about the series, except for the initial boundaries of the values that we lose in step (1) after the normalization procedure — that is, we can restore the original series from the matrix obtained, but only scaled to the interval [−1, 1].

Based on the obtained matrices, images are formed for further use (Fig. 1). The work uses single-color images, since color channels in this case do not carry useful information. This allowed to reduce the number of image channels by 3 times compared with the RGB option.

3. Deep convolutional neural network architecture

In this work, the deep CNN architecture was developed, adapted to classify an EEG signal taking into account the number of measuring electrodes. Input images are fed to the input of the network in the form of a 64-channel image, where each channel is a transformed electroencephalogram signal. The architecture

Fig. 1. GAF image example
of the deep CNN consists of the main layers: three convolutional and three fully connected. Network parameters were determined by the selection method.

4. Used data

The data presented in [3] were selected for research. Each subject was in a chair with armrests and watched the image on the monitor. At the beginning of each test, the monitor displayed a black screen with a fixing cross for two seconds, then the subject had to imagine the movement of the hand depending on the instructions on the monitor for three seconds. After which there was a short break for several seconds, upon its completion the action was repeated.

The data set is EEG signals recorded using the BCI 2000 system [1] and using 64 electrodes at a sampling frequency of 512 Hz. Frequency filters for data conversion were not used.

The order of the experiment and the conversion of the source data into GAF images are presented in Fig. 2. For the training of neural networks, the data of the first subject were used.

5. Model structure

Electroencephalograms are signals received from 64 measuring channels. Each signal is converted to a separate image using GAF conversion. The generated images are input to the model. By analogy with the RGB representation, the resulting GAF images are converted into an input vector, however, if 3 channels are used in the case of the RGB image, one for each color, in this case a 64 channel image containing the converted EEG signal is input. The structural scheme of the final model is presented in Fig. 3.

6. Motor imagery recognition

The data of the first subject [17] were used to recognize motor imagery. Images 128 by 128 pixels in size were fed to the input of a neural network. Recognition accuracy was about 97%, with an accuracy of 80% from the data source.

7. Conclusion

The article examined the possibility of using the GAF conversion method for detecting motor imageries in EEG signals. Without the use of additional filtration, high results can be achieved. The recognition accuracy of motor imageries of movement with the right and left hand and the state of rest was 97% for the studied EEG signals. General results indicate that this method gives higher accuracy than the methods described in the data source. The presented method of classification of electroencephalograms can be used to build a brain-computer interface.
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