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Abstract 
 
 

The work contains an explanatory note on 78 sheets, contains 18 figures, 18 

tables, 1 application. 

Key words: credit score card, weight of evidence, information value, logistic 

regression, customer’s segmentation. 

Credit scoring technology is an applied statistical model whose function is to 

score loan applicants (credit card applicants) for risk assessment. The credit scoring card 

model is a mature forecasting method, especially in the areas of credit risk assessment 

and financial risk control. The credit score card can evaluate the customer's credit based 

on the information provided by the customer, the customer's historical data, and the data 

of the third-party platform. The establishment of the credit score card is based on the 

statistical analysis results of a large amount of data, which has high accuracy and 

reliability. This article uses the bank's customer data to establish a bank credit score card 

with high accuracy, and provides classification indicators to provide a good basis for the 

bank's customer segmentation. 
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1. Project introduction: 

Credit scoring technology is an applied statistical model, and its function 

is to make risk assessment scores for loan applicants (credit card applicants). 

The credit scoring card model is a mature forecasting method, especially in the 

fields of credit risk assessment and financial risk control [5]. The credit score 

card can evaluate the customer's credit based on the information provided by the 

customer, the customer's historical data, and the data of the third-party platform. 

The establishment of the credit score card is based on the statistical analysis 

results of a large amount of data, which has high accuracy and reliability. 

The higher the user's credit score, the lower the user's default probability, 

and the bank's lending business is more secure, but this does not mean that the 

bank's lending business can get the most benefit. Between the best interests and 

business security, banks have to make a trade-off and carefully formulate 

lending standards [2]. 

This project mainly uses Python for analysis and modeling. Python has 

powerful data analysis and drawing capabilities. Using Python is also conducive 

to GUI development. 

2. Dataset introduction: 

In this project, the data comes from Kaggle (Give Me Some Credit). The 

dataset contains 150,000 credit information about customers applying for loans, 

including 11 variables [3]. The general data situation is shown in the following 

table. 
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Variable Name 
Description Type 

0 SeriousDlqin2yrs Person experienced 90 days past due delinquency or worse Y/N 

1 RevolvingUtilizationOfUnsecuredLines 
Total balance on credit cards and personal lines of credit except real estate 

and no installment debt like car loans divided by the sum of credit limits 

percentag

e 

2 age Age of borrower in years integer 

3 
NumberOfTime30-

59DaysPastDueNotWorse 

Number of times borrower has been 30-59 days past due but no worse in the 

last 2 years. 
integer 

4 DebtRatio 
Monthly debt payments, alimony,living costs divided by monthy gross 

income 

percentag

e 

5 MonthlyIncome Monthly income real 

6 NumberOfOpenCreditLinesAndLoans 
Number of Open loans (installment like car loan or mortgage) and Lines of 

credit (e.g. credit cards) 
integer 

7 NumberOfTimes90DaysLate Number of times borrower has been 90 days or more past due. integer 

8 NumberRealEstateLoansOrLines 
Number of mortgage and real estate loans including home equity lines of 

credit 
integer 

9 
NumberOfTime60-

89DaysPastDueNotWorse 

Number of times borrower has been 60-89 days past due but no worse in the 

last 2 years. 
integer 

1

0 
NumberOfDependents 

Number of dependents in family excluding themselves (spouse, children 

etc.) 
integer 

Table 1. Bank customer’s dataset basic info 
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3.Prepare dataset 

Before data analysis, the data set needs to be processed. The data set is 

generally repeated rows, noise values, noise labels, etc., which need to be 

corrected step by step for the problems of the data set [6]. If the machine 

learning model is used for analysis and prediction, it is necessary to divide the 

training set and Test set. 

3.1Drop duplicates and handle NA value 

Clean dataset, drop duplicates, drop useless columns or fill in columns. If 

the numbers of null rows are not so big, those rows don’t have a big influence 

for the whole dataset, can delete those rows directly. If the numbers of null rows 

are so big, those rows have a big influence for the whole dataset, for the 

accuracy of future analysis and the building of a better machine learning model, 

can fill the null rows using different ways. In this project using random freest to 

fill the null value. 

 

Figure 1. Bank customer’s dataset na_value info 

In this project, the dataset has 150 thousand data, NumberOfDependents 

has 3924 null values, it influences a little for the whole dataset. MonthlyIncome 

has almost 30 thousand data, it influences a lot for the whole dataset. In figure 1, 

for 2, just delete those null values rows, for 1, use random forest to fill the value. 



15  

Core code: 

mData = data.iloc[:,[5,0,1,2,3,4,6,7,8,9]] 

train_known = 

mData[mData.MonthlyIncome.notnull()].to_numpy() 

train_unknown = 

mData[mData.MonthlyIncome.isnull()].to_numpy() 

#Batch predict data and process 

train_X = train_known[:,1:] 

train_y = train_known[:,0] 

rfr = 

RandomForestRegressor(random_state=0,n_estimators=200

,max_depth=3,n_jobs=-1) 

rfr.fit(train_X,train_y) 

predicted_y = 

rfr.predict(train_unknown[:,1:]).round(0) 

data.loc[data.MonthlyIncome.isnull(),'MonthlyInco

me'] = predicted_y 

 

data = data.dropna() 

data = data.drop_duplicates() 

data.isnull().sum() 

3.2 Handle outliers in dataset 

Outliers are objects that deviate from typical data. Strong outliers are 

considered anomalies, which are expected to be detected and analyzed further. 

They can represent significant information and need to be detected critically in 
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many applications such as earth science, fraud detection, medical diagnosis, 

data cleaning, biological sequences, abnormal events from images and videos, 

and traffic movement patterns. They can also affect statistical analyses that are 

based on significance tests. Weak outliers are considered noise, which may 

harm data analysis such as clustering. In any case, regardless of strong or weak, 

outliers need to be detected [12]. 

Make a box plot to observe whether there are outliers in the data and 

handle those outliers. Outliers generally refer to values that deviate greatly from 

the data. For example, in statistics, outliers are defined as values less than Q1-

1.5IQR or greater than Q3+1.5IQR. We observe the abnormal value of each 

variable by drawing a box plot and deal with it. 

 

Figure 2. Age box plot outliers 
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Figure 3. NumberRealEstateLoansOrLines box plot outliers 

Core code: 

data[['age']].boxplot() 

#delete age is 0 

data = data[data['age']>0] 

data[['NumberOfTime30-

59DaysPastDueNotWorse']].boxplot() 

#delete more than 20 

data = data[data['NumberOfTime30-

59DaysPastDueNotWorse']<20] 

For example, in this project, as the figure 2 and figure 3 shown, the 

outliers of NumberOfTime30-59DaysPastDueNotWorse are those more than 80, 

the outliers of age are those less than 20. Then analyze and process other data 

columns according to this method. 
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3.3 Split the data 

Data segmentation is to build a better machine learning model. By 

training on a subset of data, and testing on a different subset of data that the 

learning algorithm has never seen, ensure that the machine learning model is 

actually finding real patterns in the data and not just memorizing it. 

We usually split the data around 20%-80% between testing and training 

stages, which performed on the figure 4. In this work, the dataset is so big, to 

prevent the data model from overfitting, we reduce the percentage of the 

training set and split a dataset into a training data (70%) and test data (30%). 

 

Figure 4. Train Set and Test Set split 

Core code: 

Y = data.iloc[:,0] 

X = data.iloc[:,1:] 

# Y=data['SeriousDlqin2yrs'] 

# X=data.ix[:,1:] 

X_train, X_test, Y_train, Y_test = 

train_test_split(X, Y, test_size=0.3, random_state=0) 

trainDf = pd.concat([Y_train, X_train], axis=1) 

testDf = pd.concat([Y_test, X_test], axis=1) 

clasTest = 

testDf.groupby('SeriousDlqin2yrs')['SeriousDlqin2yrs'

].count() 
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4. Box handling  

It is also called discretization of continuous variables. In the development 

of credit scoring cards, there are generally equidistant, equal frequency, and chi-

square binning methods. First select the optimal segmentation for continuous 

variables, and then consider equidistant segmentation for continuous variables 

when the distribution of continuous variables does not meet the requirements of 

optimal segmentation. 

 The characteristics and continuity of the variable determine the type of 

binning of the variable. The binning is of great significance to future WOE 

calculations. 

In this project, continuous variables can be optimized segmentation, and 

discontinuous variables can be manually binned. In this project, 

RevolvingUtilizationOfUnsecuredLines, age, DebtRatio and MonthlyIncome 

are optimized segmentation, and the remaining variables are manually binned. 

For the features that cannot be reasonably split by the above binning 

method, manual binning without supervised binning is used. 

5.WOE 

WOE stands for Weight of Evidence. WOE is an encoding form of 

original independent variables. To perform WOE encoding on a variable, you 

need to group this variable first (also called discretization and binning). After 

grouping, for the i-th group, the WOE calculation formula is as follows: 

 

The above formula indicates that WOE is actually the difference between 

"the proportion of responding customers in the current grouping of all 

responding customers" and "the proportion of non-responding customers in the 
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current grouping of customers who have not responded". 

In this project, woe=ln(goodattribute/badattribute). The goodattribute 

calculation method is the number of good customers in each box/the total 

number of good customers in the data set; the badattribute calculation method is 

the number of bad customers in each box/the total number of bad customers in 

the data set. 

Core code: 

def mono_bin(Y, X, n=10): 

    r = 0 

    good=Y.sum() 

    bad=Y.count()-good 

    while np.abs(r) < 1:  

        d1 = pd.DataFrame({"X": X, "Y": Y, 

"Bucket": pd.qcut(X, n)}) 

        d2 = d1.groupby('Bucket', as_index = True) 

        r, p = stats.spearmanr(d2.mean().X, 

d2.mean().Y)   

        n = n - 1 

    d3 = pd.DataFrame(d2.X.min(), columns = 

['min']) 

    d3['min']=d2.min().X 

    d3['max'] = d2.max().X 

    d3['sum'] = d2.sum().Y 

    d3['total'] = d2.count().Y 
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    d3['rate'] = d2.mean().Y 

    d3['woe']=np.log((d3['rate']/good)/((1-

d3['rate'])/bad)) 

    d3['goodattribute']=d3['sum']/good 

    d3['badattribute']=(d3['total']-

d3['sum'])/bad 

    iv=((d3['goodattribute']-

d3['badattribute'])*d3['woe']).sum() 

#     print('d3 type') 

#     print(type(d3)) 

#     print(d3.info()) 

#     d3.loc['min'].sort_values(by = 'XXX') 

#     d3 dataframe sort_index how to use by and 

how to sort d3 

    d4 = (d3.sort_values(by = 

'min')).reset_index(drop=True) 

#     d4 = 

(d3.sort_index()).reset_index(drop=True) 

    print("=" * 60) 

    print(d4) 

    woe=list(d4['woe'].round(3)) 

    cut=[] 

    cut.append(float('-inf')) 

    print(woe) 
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    for i in range(1,n+1): 

        qua=X.quantile(i/(n+1))  

        cut.append(round(qua,4)) 

    cut.append(float('inf')) 

    return d4,iv,cut,woe 

 

 

Figure 5. Age woe value 

Figure 5 is the information after the age variable is subjected to the WOE 

binning operation. It can be seen from Figure 5 that the age variable is divided 

into 9 groups, and each group corresponds to a WOE value. As the WOE value 

increases, the proportion of bad customers decreases, which proves the accuracy 

of the WOE value. 

6.Correlation analysis of variables 

Through the heatmap, you can check the linear relationship between 

different variables and whether there is serious collinearity. 
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For the establishment of machine learning models, variables with strong 

collinearity should be proposed, and only one of the variables with strong 

collinearity should be retained. This can greatly improve the accuracy and 

interpretability of machine learning models. 

 

Figure 6. Correlation betwe1en variables 

From the Figure 6, we can see that the correlation between variables is 

very low and the collinearity is not strong, so in order to further explore how 

different variables explain the dependent variable, IV calculation and evaluation 

are carried out. 

Core code: 

corr = trainDf.corr() 

xticks = 

['x0','x1','x2','x3','x4','x5','x6','x7','x8','x9','x

10'] 

yticks = list(corr.index) 

fig = plt.figure(figsize=(10,8)) 
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ax1 = fig.add_subplot(1, 1, 1) 

sns.heatmap(corr, annot=True, cmap='rainbow', 

ax=ax1, annot_kws={'size': 12, 'weight': 'bold', 

'color': 'black'}) 

ax1.set_xticklabels(xticks, rotation=0, 

fontsize=14) 

ax1.set_yticklabels(yticks, rotation=0, 

fontsize=14) 

plt.show() 

7.IV screening 

IV, namely Information Value (Information Value), also known as the 

amount of information. The IV value is used to measure the predictive ability of 

a variable. The larger the IV value, the stronger the predictive ability of the 

variable. Usually, in order to ensure the validity of the model and the 

comprehensiveness of the data, we will provide as many feature variables as 

possible in the feature engineering, including derivative variables [10]. These 

derivative variables will not all enter the model for training, otherwise the 

model will be due to too many related variables. It appears unstable and will 

increase the complexity of the calculation [3]. 

For a grouped variable, the WOE of the i-th group has already been 

introduced. Similarly, for group i, there will also be a corresponding IV value. 

The calculation formula is as follows: 
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The IV value guarantees non-negative results on the basis of WOE. 

According to the IV value of the variable in each group, the IV value of the 

entire variable is obtained: 

 

Immediately after binning, the IV of the features is obtained (woe is 

obtained first, and then IV), which is a value. The formula is: 

IV=sum((goodattribute-badattribute)*woe), the full name of IV is Infomation 

Value, Generally used to compare the predictive power of features. 

 

Figure 7. IV classification chart 

According to Siddiqi (2006) and figure 7 shown, by convention the 

values of the IV statistic in credit scoring can be interpreted as follows [9]. 

If the IV statistic is: 

1. Less than 0.02, then the predictor is not useful for modeling 

(separating the Goods from the Bads) 

2. 0.02 to 0.1, then the predictor has only a weak relationship to the 

Goods/Bads odds ratio 
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3. 0.1 to 0.3, then the predictor has a medium strength relationship 

to the Goods/Bads odds ratio 

4. 0.3 to 0.5, then the predictor has a strong relationship to the 

Goods/Bads odds ratio. 

5. > 0.5, suspicious relationship (Check once) 

 

Figure 8. IV diagram 

From figure 8, we can see that DebtRatio (x4), MonthlyIncome(x5), 

NumberOfOpenCreditLinesAndLoans(x6), NumberRealEstateLoansOrLines(x8) 

and NumberOfDependents(x10) have significantly lower IV values, so they are 

deleted. We use the remaining variables to build a logistic regression model. 

Core code: 

ivlist=[ivx1,ivx2,ivx3,ivx4,ivx5,ivx6,ivx7,ivx8,i

vx9,ivx10] 

index=['x1','x2','x3','x4','x5','x6','x7','x8','x

9','x10'] 
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fig1 = plt.figure(1,figsize=(8,5)) 

ax1 = fig1.add_subplot(1, 1, 1) 

x = np.arange(len(index))+1  

ax1.bar(x,ivlist,width=.4) #  

ax1.bar(range(len(index)),ivlist, width=0.4)#generate 

hisgram 

#ax1.bar(x,ivlist,width=.04) 

ax1.set_xticks(x) 

ax1.set_xticklabels(index, rotation=0, 

fontsize=15) 

ax1.set_ylabel('IV', fontsize=16)   

#IV(Information Value), 

#plus numeric on the hisgram 

for a, b in zip(x, ivlist): 

    plt.text(a, b + 0.01, '%.4f' % b, ha='center', 

va='bottom', fontsize=12) 

plt.show() 

8.WOE conversion 

Before building the model, we need to convert the filtered variables into 

WOE values to facilitate credit scoring 

After the transformation, the meaning is more obvious, which can be 

understood as the difference between the ratio of positive and negative samples 

in the current group and the ratio of positive and negative samples in all 

samples. This difference is expressed by the ratio of these two ratios, and then 

the logarithm. The greater the difference, the greater the WOE, and the greater 
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the probability that the samples in this group will respond. The smaller the 

difference and the smaller the WOE, the less likely the samples in this group 

will respond. WOE may be negative, but the greater its absolute value, the 

greater its contribution to classification. When the ratio of positive and negative 

in the bin is equal to the ratio of the random (market) positive and negative 

samples, it means that the bin has no predictive ability, that is, WOE=0. 

 

Figure 9. The original data of the train dataset 

 

Figure 10. Replace the variable with the value of the woe function 

Figures 9 and 10 are the original data and the data after WOE 

replacement. From Figures 9 and 10, it can be seen that different attributes 

correspond to a WOE value in a certain interval, which is the establishment of a 

logistic regression model in the future. The scorecard is built to create the 

foundation. 

Core code: 

def trans_woe(var,var_name,woe,cut): 

    woe_name=var_name+'_woe' 

    for i in range(len(woe)):        

# len(woe) Get how many values are in woe 

        if i==0: 
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var.loc[(var[var_name]<=cut[i+1]),woe_name]=woe[i]   

#The value of woe is assigned to the woe_name 

column of var according to the lower node of the cut 

bin, the first paragraph of the bin 

        elif (i>0) and  (i<=len(woe)-2): 

            

var.loc[((var[var_name]>cut[i])&(var[var_name]<=cut[i

+1])),woe_name]=woe[i]  

 

        else: 

            var.loc[(var[var_name]>cut[len(woe)-

1]),woe_name]=woe[len(woe)-1]   

#Greater than the upper limit of the last binning 

interval, the last value is positive infinity 

return var 

 

 X_org=trainDf.loc[:,['RevolvingUtilizationOfUnse

curedLines','age','NumberOfTime30-

59DaysPastDueNotWorse','NumberOfTimes90DaysLate','Num

berOfTime60-89DaysPastDueNotWorse']] 

X_org.head() 

 

x1_name='RevolvingUtilizationOfUnsecuredLines' 

x2_name='age' 
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x3_name='NumberOfTime30-59DaysPastDueNotWorse' 

x7_name='NumberOfTimes90DaysLate' 

x9_name='NumberOfTime60-89DaysPastDueNotWorse' 

 

trainDf=trans_woe(trainDf,x1_name,woex1,cutx1) 

trainDf=trans_woe(trainDf,x2_name,woex2,cutx2) 

trainDf=trans_woe(trainDf,x3_name,woex3,cutx3) 

trainDf=trans_woe(trainDf,x7_name,woex7,cutx7) 

trainDf=trans_woe(trainDf,x9_name,woex9,cutx9) 

 

Y=trainDf['SeriousDlqin2yrs'] 

#Independent variables, eliminate variables that 

have no obvious impact on the dependent variable 

X=trainDf.drop(['SeriousDlqin2yrs','DebtRatio','M

onthlyIncome', 

'NumberOfOpenCreditLinesAndLoans','NumberRealEstateLo

ansOrLines','NumberOfDependents'],axis=1) 

X=trainDf.iloc[:,-5:] 

X.head() 

9.Machine learning model 

A variety of machine learning models can be used to predict user behavior, 

but for the subsequent establishment of user credit score cards, a logistic 

regression model is used. The logistic regression model can be directly 

converted into a user score card [6]. At the same time, the accuracy of the 
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logistic regression model on the binary classification problem is higher than that 

of other machine learning models [11].  

9.1 Logistic regression model establishment 

In this project, logistic regression is used to establish a machine learning 

model. Coefficient in the logistic regression model is of great significance for 

the establishment of credit score cards. Figure 11 is the relevant information of 

the logistic regression model. 

 

Figure 11. Logistic regression model 

Core code: 

X1=sm.add_constant(X) 

logit=sm.Logit(Y,X1) 

result=logit.fit() 

result.summary() 
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9.2 Logistic regression model accuracy test 

Model evaluation: We need to verify the predictive ability of the model. 

We use the test data reserved at the beginning of the modeling phase for 

verification. 

Evaluate the fitting ability of the model through ROC curve and AUC. 

ROC is Receiver Operating Characteristic the area of the ROC curve is AUC 

(Area Under the Curve), it is used to measure the performance of the machine 

learning algorithm for the "two classification problem" (generalization ability). 

The total number of true positive categories in the sample is TP+FN. TPR is 

True Positive Rate, TPR = TP/(TP+FN). Similarly, the total number of true 

counterexample categories in the sample is FP+TN. FPR is False Positive Rate, 

FPR=FP/(TN+FP) [13]. 

In Python, you can use sklearn.metrics, which can easily compare two 

classifiers and automatically calculate ROC and AUC. 

Draw the FPR and TPR in the result into two-dimensional coordinates as 

figure 11 shown. The ROC curve obtained is as follows (indicated by the blue 

line), and the area of the ROC curve is represented by AUC (the area under the 

blue curve). 
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Figure 12. ROC curve and AUC value of the model 

As shown in Figure 12, an AUC of 0.85 indicates that the accuracy of the 

model is 85% or relatively accurate. 

Core code: 

testDf=trans_woe(testDf,x1_name,woex1,cutx1) 

testDf=trans_woe(testDf,x2_name,woex2,cutx2) 

testDf=trans_woe(testDf,x3_name,woex3,cutx3) 

testDf=trans_woe(testDf,x7_name,woex7,cutx7) 

testDf=trans_woe(testDf,x9_name,woex9,cutx9) 

#Building the characteristics and labels of the 

test set 

test_X=testDf.iloc[:,-5:]   #Test data 

characteristics 

test_Y=testDf.iloc[:,0]     #Test Data Label 
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#Assessment 

from sklearn import metrics 

X3=sm.add_constant(test_X) 

resu = result.predict(X3)    

fpr,tpr,threshold=metrics.roc_curve(test_Y,resu)   

rocauc=metrics.auc(fpr,tpr)   #calculate AUC 

 

#Should plus a title 

plt.figure(figsize=(8,5))   

plt.plot(fpr,tpr,'b',label='AUC=%0.2f'% rocauc) 

plt.legend(loc='lower right',fontsize=14) 

plt.plot([0, 1], [0, 1], 'r--') 

plt.xlim([0, 1]) 

plt.ylim([0, 1]) 

plt.xticks(fontsize=14) 

plt.yticks(fontsize=14) 

plt.ylabel('TPR',fontsize=16) 

plt.xlabel('FPR',fontsize=16) 

plt.show() 

10.Credit score card 

Less well known but equally important are credit and behavioral scoring, 

which are the applications of financial risk forecasting to consumer lending. An 
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adult in the UK or US is being credit scored or behaviors scored on average at 

least once a week as the annual reports of the credit bureau imply. The fact that 

most people are not aware of being scored does not diminish from its 

importance. This area of financial risk has a limited literature with only a few 

surveys (Rosenberg & Gleit, 1994, Hand & Henley, 1997, Thomas, 

1992, Thomas, 1998) and a handful of books (Hand & Jacka, 1998, Thomas et 

al., 1992, Lewis, 1992, Mays, 1998). The aim of this survey is to give an 

overview of the objectives, techniques and difficulties of credit scoring as an 

application of forecasting [7]. 

10.1 Credit score card Creation 

The format of the standard scorecard is that each variable in the scorecard 

follows a series of IF-THEN rules. The value of the variable determines the 

value of the variable assigned, and the total score is the sum of the scores of 

each variable [5]. 

Before establishing a standard scorecard, we need to select several 

scorecard parameters: basic score, PDO (score for doubling the ratio), and good 

to bad ratio. Here, we take 600 as the basic score, PDO as 20 (the ratio of good 

to bad is doubled for every 20 points higher), and the ratio of good to bad is 20. 

Basic_score is 600, PDO is 20 and Coef_const is 2.6809 according the 

figure 10 shown. To get basic line for credit card, To get basic points, we should 

get Factor and Offset first. Factor = PDO /log(2) and Offset = Basic_score – 

PDO*log(PDO)/log(2), after getting the Factor and Offset, according to the 

formula of Base_line: Base_line = Offset + Factor*Coef_const , substituting all 

the data into the formula, you can get the score card of age as the figure 12 

shown at the last row in the figure, you can calculate the Base_line as 591. 

Due to the many parameters that need to be calculated, this project uses 

age as an example to show the process of establishing a credit score card for this 

variable. 

https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB85
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB45
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB93
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB93
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB95
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB46
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB97
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB97
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB66
https://www.sciencedirect.com/science/article/pii/S0169207000000340?casa_token=IPvI9TcONR4AAAAA:-9iwxLyiuuXMBHpK5O_yNjDNXabtxs-3qqa67C0GikfIrWh1LgjVNUI-POsRU94x4C8W2xDdluI#BIB73
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In order to get the corresponding score of each segment of age, PDO, 

coefficient_age and woe_age are needed. We can get coefficient_age in the 

logistic regression model as the figure 10 shown in the third row of the figure, 

and we can get woe_age in the woe calculation conversion of age as the figure 

13 shown. The age Offset = Coef_age * Woe_age * Factor. Substituting all the 

data into the formula, you can get the score card of age as the table 2 shown. 

 

Figure 13. Score for each interval of different attributes of the scorecard 

According to the WOE info as figure 13 shown of every variables, can 

get every interval’s score and can make a credit score card for every estimated 

variables. 

 

Figure 14. Example of age attribute and its info 
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Variable Interval Score 

  

  

  

  

Age 

(21,34] -9 

(34,41] -6 

(41,47] -4 

(47,51] -3 

(51,56] -2 

(56,61] 4 

(61,65] 7 

(65,73] 14 

(73,107] 17 

Table 2. Age credit score card 

According to Figure 14 and Table 2 we can see that as the age increases, 

the woe value also increases, and the corresponding score also increases. The 

higher the woe value, the smaller the badattribute. It can be seen that the older 

the age, the higher the credit rating.  

The paper points out that the statistical scoring models discussed in the 

literature have focused primarily on the minimization of default rates, which is 

in fact only one dimension of the more general problem of granting credit. To 

the extent that for the lender profit maximization or cost minimization is, or 

should be, the objective of a scoring model, then most of the applied literature 

seems incomplete [8].  

Then according to the establishment process of the age score card, the 

selected attributes are also established for the score card, and finally aggregated 

into the total bank customer credit score card as table 3 shown. 
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Variable Interval Score 

Base_line --- 591 

  

  

RevolvingUtilizationOfUnsecuredLines 

<=0.289 24 

(0.289,0.348] 24 

(0.348,0.543] 6 

>0.543 -20 

  

  

  

  

Age 

<=34 -9 

(34,41] -6 

(41,47] -4 

(47,51] -3 

(51,56] -2 

(56,61] 4 

(61,65] 7 

(65,73] 14 

>73 17 

  

  

NumberOfTime30-59DaysPastDueNotWorse 

0 8 

1 -14 

[2,3] -28 

[4,5] -39 

[6,12] -44 

  

  

NumberOfTimes90DaysLate 

0 6 

1 -32 

[2,3] -45 

[4,5] -53 

[6,13] -54 

  

  

NumberOfTime60-89DaysPastDueNotWorse 

0 3 

1 -21 

[2,3] -31 

[4,11] -35 

Table 3. Credit score card 

According to Table 3, We can see that only five variables were used to 

construct the scorecard in the end. Because the IV values of the remaining 

variables were too low and did not have good predictive ability, these variables 

with low IV values were eliminated. Excluding variables with low IV values 

will not affect the accuracy of the model and the accuracy of the scorecard. 

Adding unnecessary variables will have a greater impact on the model. 

The calculation formula for the final credit score of bank customers can 

be obtained:  

𝐵𝑎𝑛𝑘𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑐𝑟𝑒𝑑𝑖𝑡𝑠𝑐𝑜𝑟𝑒 = 𝐵𝑎𝑠𝑒_𝑙𝑖𝑛𝑒 𝑠𝑐𝑜𝑟𝑒 + 𝑆𝑢𝑚(𝑣𝑎𝑟𝑖𝑜𝑢𝑠_𝑎𝑡𝑡𝑟𝑖𝑏𝑢𝑡𝑒 𝑠𝑐𝑜𝑟𝑒𝑠) 
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Figure 15. Bank users based on the score card score 

 

Substituting all the scorecard data into the original data, a new customer 

table can be obtained as shown in figure 15. The different information of the 

customer is quantitatively analyzed, and the customer's total credit score is 

obtained. 

Core code: 

p=20/np.log(2)#Scale Factor 

q=600-20*np.log(20)/np.log(2)#Equal to offset, 

offset 

x_coe=[2.6809,0.6423,0.5171,0.5520,0.5657,0.4054]

#Regression coefficients 

baseScore=round(q+p*x_coe[0],0) 

#Personal total score = basic score + each part 

score 

 

def get_score(coe,woe,factor): 

    scores=[] 

    for w in woe: 

        score=round(coe*w*factor,0) 

        scores.append(score) 
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    return scores 

#Each item score 

x1_score=get_score(x_coe[1],woex1,p) 

x2_score=get_score(x_coe[2],woex2,p) 

x3_score=get_score(x_coe[3],woex3,p) 

x7_score=get_score(x_coe[4],woex7,p) 

x9_score=get_score(x_coe[5],woex9,p) 

 

def compute_score(series,cut,score): 

    list = [] 

    i = 0 

    while i < len(series): 

        value = series[i] 

        j = len(cut) - 2 

        m = len(cut) - 2 

        while j >= 0: 

            if value >= cut[j]: 

                j = -1 

            else: 

                j -= 1 

                m -= 1 

        list.append(score[m]) 

        i += 1 



41  

    return list 

test1 = pd.read_csv("cs-training.csv") 

test1['BaseScore']=np.zeros(len(test1))+baseScore 

test1['x1'] 

=compute_score(test1['RevolvingUtilizationOfUnsecured

Lines'], cutx1, x1_score) 

test1['x2'] = compute_score(test1['age'], cutx2, 

x2_score) 

test1['x3'] = 

compute_score(test1['NumberOfTime30-

59DaysPastDueNotWorse'], cutx3, x3_score) 

test1['x7'] = 

compute_score(test1['NumberOfTimes90DaysLate'], cutx7, 

x7_score) 

test1['x9'] = 

compute_score(test1['NumberOfTime60-

89DaysPastDueNotWorse'],cutx9,x9_score) 

test1['Score'] = test1['x1'] + test1['x2'] + 

test1['x3'] + test1['x7'] +test1['x9']  + baseScore 

 

scoretable1=test1.iloc[:,[1,-7,-6,-5,-4,-3,-2,-1]]  

#Select the required column, which is the rating 

column 

scoretable1.head() 

scoretable1.to_csv('ScoreData_simple_version.csv') 
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colNameDict={'x1': 

'RevolvingUtilizationOfUnsecuredLines' ,'x2':'age','x

3':'NumberOfTime30-59DaysPastDueNotWorse', 

             'x7':'NumberOfTimes90DaysLate', 

'x9':'NumberOfTime60-89DaysPastDueNotWorse'} 

scoretable2=scoretable1.rename(columns=colNameDic

t,inplace=False) 

scoretable2.to_csv('ScoreData.csv') 

 

p = 20/np.log(2) 

q = 600 - 20*np.log(20)/np.log(2) 

  

def get_score(coe,woe,factor): 

    scores=[] 

    for w in woe: 

        score=round(coe*w*factor,0) 

        scores.append(score) 

    return scores 

x_coe = 

[2.6809,0.6423,0.5171,0.5520,0.5657,0.4054] 

baseScore = round(q + p * x_coe[0], 0) 

 

x1_score=get_score(x_coe[1],woex1,p) 

x2_score=get_score(x_coe[2],woex2,p) 
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x3_score=get_score(x_coe[3],woex3,p) 

x7_score=get_score(x_coe[4],woex7,p) 

x9_score=get_score(x_coe[5],woex9,p) 

 

print('x1_score:',x1_score) 

print('x2_score:',x2_score) 

print('x3_score:',x3_score) 

print('x7_score:',x7_score) 

print('x9_score:',x9_score) 

print('baseScore:',baseScore) 

10.2 Credit Score Card Accuracy Verification 

After the bank user credit score card is built, the original data is converted 

into a credit score, and the user's credit situation is quantitatively evaluated. 

However, whether different credit scores can reflect different credit conditions 

requires further exploration and analysis. Therefore, this project uses the 

following methods for evaluation. 

Divide new dataset into 16 groups and calculate the bad customer rate of 

every group, the bad customer rate is bad customer in the group divide all 

customer in the group and then compare all groups bad customer rate. 
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Figure 16. The impact of different groups of customer credit scores on customer 

default rates 

From figure 16, This graph is more complicated, consisting of X axis, left 

Y axis, and right Y axis, the X axis is different credit scores, the left Y axis is 

the user’s default probability, and the right Y axis is the number of users, we 

can see that as the customer score increase the bad customer rate decrease, 

although there are some fluctuations in the middle, the overall trend is that as 

the customer’s credit score increases, the user’s default rate decreases, we can 

get conclusion that the credit score card can measure the user's creditworthiness. 

Especially when the customer’s credit score is greater than 500, the customer’s 

default probability drops to less than 10%, which provides a good reference 

basis for customer segmentation and rating. 

Core code: 

group_cus_count_lis = [] 

group_bad_cus_count_lis = [] 

group_bad_rate_lis = [] 
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for i in range(429,565,9): 

    group_cus_count = 

data_cred.loc[(data_cred['Score']>=i) & 

(data_cred['Score']<= i+8)].shape[0] 

#     print(group_cus_count) 

    group_cus_count_lis.append(group_cus_count) 

    group_bad_cus_count = 

data_cred.loc[(data_cred['Score']>=i) & 

(data_cred['Score']<= i+8) & 

(data_cred['SeriousDlqin2yrs']==1)].shape[0] 

#     print(group_bad_cus_count) 

 

    

group_bad_cus_count_lis.append(group_bad_cus_count) 

    if group_cus_count != 0: 

        group_bad_rate = 

group_bad_cus_count/group_cus_count*100 

        group_bad_rate = round(group_bad_rate, 2) 

#         group_bad_rate = format(group_bad_rate, 

'.2%') 

        group_bad_rate_lis.append(group_bad_rate) 

    else: 

        group_bad_rate_lis.append('None') 

a = group_cus_count_lis 

b= group_bad_rate_lis 



46  

l=[i for i in range(429,565,9)] 

 

plt.rcParams['font.sans-serif']=['Times New 

Roman'] 

 

fmt='%.2f%%' 

yticks = mtick.FormatStrFormatter(fmt) 

lx=[u'429',u'438',u'447',u'456',u'465',u'474',u'4

83',u'492',u'501',u'510',u'519',u'528',u'537',u'546',

u'555',u'564'] 

 

font1 = {'family' : 'Times New Roman', 

'weight' : 'normal', 

'size'   : 18, 

} 

 

fig = plt.figure(figsize=(15, 10))   

 

ax1 = fig.add_subplot(111)   

ax1.plot(l, b,'or-',label=u'Bad_cus_rate'); 

ax1.yaxis.set_major_formatter(yticks) 

for i,(_x,_y) in enumerate(zip(l,b)):   

    

plt.text(_x,_y,b[i],color='black',fontsize=18,) 
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ax1.legend(loc=1,fontsize = 18) 

ax1.set_ylim([0, 100]); 

ax1.set_ylabel('Bad customer rate',fontsize = 18); 

plt.legend(prop={'family':'Times New 

Roman','size':18}) 

ax2 = ax1.twinx() # this is the important 

function   

plt.bar(l,a,alpha=0.3,color='blue',label=u'Count_

group', width=9, edgecolor='black') 

# plt.bar(np.arange(16), y, alpha=0.5, width=0.3, 

color='yellow', edgecolor='red', label='The First 

Bar', lw=3) 

ax2.legend(loc=2,fontsize = 18) 

ax2.set_ylim([0, 30000]) 

ax2.set_ylabel('Count of group',fontsize = 18); 

plt.legend(prop=font1,loc="upper left")  

plt.xticks(l,lx,size = 18) 

plt.title('Bad customer rate and customer numbers 

in every group',fontsize = 20) 

plt.show() 

10.3Credit Score Card Classification 

According to the user's credit score, the customer is classified to provide 

a simpler basis for whether the bank accepts the user's loan application [4]. In 

order to solve this problem, Figure 17 is drawn. 
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Figure 17. Bank customer credit rating classification 

According to Figure 16, according to the bank users' credit scores and the 

default probability, users are divided into four categories, bad, fair, good, and 

excellent. Based on this information, Figure 17 is obtained. Bad customer’s 

credit score is 400-500, and the default probability is more than 10%. Banks 

will not accept loan applications from these users. Fair customer’s credit score 

is 501-515, and the default probability is less than 10% and more than 5%. The 

bank accepts loan applications from these users, but their loan amount is 

average. Good customers have a credit score of 516-555, and their default 

probability is less than 5%, and more than 1%, their loan amount will be better 

than a Fair customer. Excellent customers have a credit score of 556-600, and 

their default probability is 1% Below, their loan amount is the highest. 

In short, the higher the user's credit score, the easier it is for their loan 

application to be accepted, and the higher their loan amount. However, how to 

specify the minimum score for loan acceptance and maximize the profit of the 

bank's loan business requires a more in-depth analysis by the bank, as well as 

historical inspection. 
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11. Conclusion: 

1. Logistic regression is a powerful model for predicting the prediction of 

binary classification results. The logistic regression model is especially suitable 

for the establishment of credit score cards. 

2. The establishment of a machine learning model should propose strong 

sharing variables, which is beneficial to improve the accuracy and 

interpretability of the model, and the heat map can check the sharing between 

variables. It is not as good as more independent variables to build a model. It is 

necessary to eliminate multiple collinearity and irrelevant variables. 

3. IV is a good reference standard for judging the predictive ability of 

variables. You can decide which variables to use to build a model based on the 

IV value. 

4. Credit score card is a good method for qualitative and quantitative 

analysis of users, and can be continuously revised in future practice. Banks can 

set the lower limit of acceptance of loan customers' credit scores according to 

their own business risk preferences. A good model is the model that maximizes 

the benefits of the bank's loan business, not the least risky model. 
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12.Social responsibility 

12.1 Introduction 

The developed project aims to use machine learning and data mining to 

analyze bank user information and establish user credit score cards to provide a 

reference for the bank's loan business. The development of the program is only 

carried out with the help of computer. 

In this section, harmful and dangerous factors affecting the work of 

personnel will be considered, the impact of the developed program on the 

environment, legal and organizational issues, measures in emergency situations 

will be considered. 

The work was carried out in the hall of residence of TPU (8th floor). Room 

806B was a research execution place. 

The layout of the room is shown in Figure 18 

 
Figure 18. Room layout 806B 
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12.2 Legal and organizational issues of occupational safety 

Nowadays one of the main ways to radical improvement of all prophylactic 

work referred to reduce Total Incidents Rate and occupational morbidity is the 

widespread implementation of an integrated Occupational Safety and Health 

management system. That means combining isolated activities into a single 

system of targeted actions at all levels and stages of the production process. 

Occupational safety is a system of legislative, socio-economic, 

organizational, technological, hygienic and therapeutic and prophylactic measures 

and tools that ensure the safety, preservation of health and human performance in 

the work process. 

According to the GOST 12.2.032-78 SSBT [14], every employee has the 

right: 

- To have a workplace that meets Occupational safety requirements; 

- To have a compulsory social insurance against accidents at manufacturing 

and occupational diseases; 

- To receive reliable information from the employer, relevant government 

bodies and public organizations on conditions and Occupational safety at the 

workplace, about the existing risk of damage to health, as well as measures 

to protect against harmful and (or) hazardous factors; 

- To refuse carrying out work in case of danger to his life and health due to 

violation of Occupational safety requirements; 

- Be provided with personal and collective protective equipment in 

compliance with Occupational safety requirements at the expense of the 

employer; 

- For training in safe work methods and techniques at the expense of the 

employer; 

- For personal participation or participation through their representatives in 

consideration of issues related to ensuring safe working conditions in his 

workplace, and in the investigation of the accident with him at work or 
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occupational disease; 

- For extraordinary medical examination in accordance with medical 

recommendations with preservation of his place of work (position) and 

secondary earnings during the passage of the specified medical examination; 

- For warranties and compensation established in accordance with this Code, 

collective agreement, agreement, local r11egulatory an act, an employment 

contract, if he is engaged in work with harmful and (or) hazardous working 

conditions. 

The labor code of the Russian Federation states that normal working hours 

may not exceed 40 hours per week, The employer must keep track of the time 

worked by each employee. 

Rules for labor protection and safety measures are introduced in order to 

prevent accidents, ensure safe working conditions for workers and are mandatory 

for workers, managers, engineers and technicians. 

12.3 Basic ergonomic requirements for the correct location and arrangement 

of researcher’s workplace 

The workplace when working with a PC should be at least 6 square meters. 

The legroom should correspond to the following parameters: the legroom height 

is at least 600 mm, the seat distance to the lower edge of the working surface is at 

least 150 mm, and the seat height is 420 mm. It is worth noting that the height of 

the table should depend on the growth of the operator.  

The following requirements are also provided for the organization of the 

workplace of the PC user: The design of the working chair should ensure the 

maintenance of a rational working posture while working on the PC and allow the 

posture to be changed in order to reduce the static tension of the neck and 

shoulder muscles and back to prevent the development of fatigue. 

The type of working chair should be selected taking into account the 

growth of the user, the nature and duration of work with the PC. The working 

chair should be lifting and swivel, adjustable in height and angle of inclination of 
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the seat and back, as well as the distance of the back from the front edge of the 

seat, while the adjustment of each parameter should be independent, easy to carry 

out and have a secure fit [15].  

12.4 Occupational safety 

Workplace safety is the responsibility of everyone in the organization. 

Occupational hygiene is a system of ensuring the health of workers in the 

process of labor activity, including legal, socio-economic, organizational and 

technical, sanitary and hygienic, treatment and prophylactic, rehabilitation and 

other measures. 

Working conditions - a set of factors of the working environment and the 

labor process that affect human health and performance. 

Harmful production factor is a factor of the environment and the work 

process that can cause occupational pathology, temporary or permanent decrease in 

working capacity, increase the frequency of somatic and infectious diseases, and 

lead to impaired health of the offspring. 

Hazardous production factor is a factor of the environment and the labor 

process that can cause injury, acute illness or sudden sharp deterioration in health, 

death. 

In this subsection it is necessary to analyze harmful and hazardous factors 

that      can occur during research in the laboratory, when development or operation 

of the designed solution (on a workplace). 

GOST 12.0.003-2015 “Hazardous and harmful production factors. 

Classification" must be used to identify potential factors, that can effect on a 

worker (employee). 
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Table 4 - Potential hazardous and harmful production factors 

Factors 

(GOST 12.0.003-2015) 

Stages of work Legislation documents 

d
ev

el
o
p

in
g
 

m
an

u
fa

ct
u

ri
n
g
 

o
p
er

at
io

n
 

1. Increased levels of 

noise 

+ +  GOST 12.1.003-2014 

Occupational safety standards 

system. Noise. General safety 

requirements 

2.  Lack or lack of 

natural light, 

insufficient 

illumination 

+   SanPiN 2.2.1/2.1.1.1278-03 

Hygienic requirements for natural, 
artificial and mixed lighting of 

residential and public buildings 

3. Electromag

netic fields 

+ + + SanPiN 2.2.4.1329-03 

Requirements for protection of 

personnel from the impact of 

impulse electromagnetic fields 

4. Abnormally high 

voltage value in 

the circuit, the 

closure which may 

occur through the 

human body 

 + + Sanitary rules GOST 12.1.038-

82 SSBT. Electrical     safety. 

Maximum permissible levels of 

touch voltages and currents.   

 

Increased levels of noise 

Noise worsens working conditions; have a harmful effect on the human 

body, namely, the organs of hearing and the whole body through the central 

nervous system. It results in weakened attention, deteriorated memory, decreased 

response, and increased number of errors in work.  

Noise can be generated by operating equipment, air conditioning units, 

daylight illuminating devices, as well as spread from the outside.  

When working on a PC, the noise level in the workplace should not exceed 

50 dB [16]. In order to study in a quiet environment, irrelevant applications of the 

computer should be closed to reduce computer power consumption, thereby 
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reducing computer noise, and windows should also be closed to reduce 

environmental noise. 

Lack or lack of natural light, insufficient illumination 

Light sources can be both natural and artificial. The natural source of the 

light in the room is the sun, artificial light are lamps. With long work in low 

illumination conditions and in violation of other parameters of the illumination, 

visual perception decreases, myopia, eye disease develops, and headaches appear 

[17].  

According to the SanPiN 2.2.1/2.1.1.1278-03 [17] standard., the 

illumination 

on the table surface in the area of the working document should be 300-500 lux. 

Lighting should not create glare on the surface of the monitor. Illumination of the 

monitor surface should not be more than 300 lux. 

The brightness of the lamps of common light in the area with radiation 

angles from 50 to 90° should be no more than 200 cd/m, the protective angle of 

the lamps should be at least 40°. The ripple coefficient should not exceed 5%. 

Electromagnetic fields 

In this case, the sources of increased intensity of the electromagnetic field 

are a personal computer. 8 kA / m is considered acceptable. An hour's working 

day for an employee at his workplace, with the maximum permissible level of 

tension, should be no more than 8 kA / m, and the level of magnetic induction 

should be 10 mT [18]. Compliance with these standards makes it possible to 

avoid the negative effects of electromagnetic radiation.  

To reduce the level of the electromagnetic field from personal it is 

recommended to connect no more than two computers to one outlet, make a 

protective grounding, connect the computer to the outlet through an electric field 

neutralizer. 

Personal protective equipment when working on a computer includes 

spectral computer glasses to improve image quality and Protection against 
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excessive energy flows of visible light and for Prof. Glasses reduce eye fatigue by 

25-30%.  

They are recommended to be used by all operators when working more 

than 2 hours a day, and in case of visual impairment by 2 diopters or more - 

regardless of the duration of work [18]. 

Sources of electromagnetic radiation in the workplace are system units and 

monitors of switched-on computers. To bring down exposure to such types of 

radiation, it is recommended to use such monitors, the radiation level is reduced, 

as well as to install protective screens and observe work and rest regimes. 

 According to the intensity of the electromagnetic field at a distance of 50 

cm around the screen along the electrical component should be no more than [18]: 

 

- in the frequency range 5 Hz - 2 kHz - 25 V / m; 

- in the frequency range 2 kHz - 400 kHz - 2.5 V / m. 

The magnetic flux density should be no more than: 

 

- in the frequency range 5 Hz - 2 kHz - 250 nT; 

- in the frequency range 2 kHz - 400 kHz - 25 nT. 

There are the following ways to protect against EMF: 

- increase the distance from the source (the screen should be at least 

50 cm from the user); 

- the use of pre-screen filters, special screens and other personal 

protective equipment. 

When working with a computer, the ionizing radiation source is a display. 

Under the influence of ionizing radiation in the body, there may be a violation of 

normal blood coagulability, an increase in the fragility of blood vessels, a 

decrease in immunity, etc. The dose of irradiation at a distance of 20 cm to the 

display is 50 µrem/hr. According to the norms [21], the design of the computer 

should provide the power of the exposure dose of x–rays at any point at a distance 

of 0,05 m from the screen no more than 100 µR/h.  
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Abnormally high voltage value in the circuit 

The mechanical action of current on the body is the cause of electrical 

injuries. Typical types of electric injuries are burns, electric signs, skin 

metallization, tissue tears, dislocations of joints and bone fractures.  

The following protective equipment can be used as measures to ensure the 

safety of working with electrical equipment: 

- disconnection of voltage from live parts, on which or near to which 

work will be carried out, and taking measures to ensure the 

impossibility of applying voltage to the workplace;  

- posting of posters indicating the place of work;  

- electrical grounding of the housings of all installations through a 

neutral wire;  

- coating of metal surfaces of tools with reliable insulation;  

- inaccessibility of current-carrying parts of equipment (the conclusion 

in the case of electroporation elements, the conclusion in the body of 

current carrying parts) [19]. 

12.4 Ecological safety 

Presently section discusses the environmental impacts of the project 

development activities, as well as the product itself as a result of its 

implementation in production. The software product itself, developed during the 

implementation of the master's thesis, does not harm the environment either at the 

stages of its development or at the stages of operation. However, the funds 

required to develop and operate it can harm the environment.  

There is no production in the laboratory. The waste produced in the 

premises, first of all, can be attributed to waste paper, plastic waste, defective 

parts of personal computers and other types of computers. Waste paper is 

recommended accumulate and transfer them to waste paper collection points for 

further processing. Place plastic bottles in specially designed containers.  

Modern PCs are produced practically without the use of harmful substances 
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hazardous to humans and the environment. Exceptions are batteries for computers 

and mobile devices. Batteries contain heavy metals, acids and alkalis that can 

harm the environment by entering the hydrosphere and lithosphere if not properly 

disposed of. For battery disposal it is necessary to contact special organizations 

specialized in the reception, disposal and recycling of batteries [22]. 

Fluorescent lamps used for artificial illumination of workplaces also 

require special disposal, because they contain from 10 to 70 mg of mercury, 

which is an extremely dangerous chemical substance and can cause poisoning of 

living beings, and pollution of the atmosphere, hydrosphere and lithosphere. The 

service life of such lamps is about 5 years, after which they must be handed over 

for recycling at special reception points. Legal entities are required to hand over 

lamps for recycling and maintain a passport for this type of waste. An additional 

method to reduce waste is to increase the share of electronic document 

management [22].  

 

12.5 Safety in emergency  

 An emergency situation (ES) is a situation in a certain territory that has 

developed as a result of an accident, hazardous natural phenomenon, catastrophe or 

other disaster, which may entail human casualties, damage to human health or the 

environment, significant material losses and violation of the living conditions of 

people. Emergency for the presented work space is a fire. This emergency can 

occur in the event of non-compliance with fire safety measures, violation of the 

technique of using electrical devices and PCs, violations of the wiring of electrical 

networks and a number of other reasons. 

 The working space provided for the performance of the WRC, according to 

SanPiN 2.2.1 / 2.1.1.1278-03[4], can be classified as category B (fire hazard). 

 The following reasons can be indicated as possible causes of a fire: 

• short circuit. 

• dangerous overload of networks, which leads to strong heating of live 
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parts and ignition of insulation.11 

• start-up of equipment after incorrect and unqualified repairs. 

To prevent emergencies, it is necessary to comply with fire safety rules in 

order to ensure the state of protection of employees and property from fire 

To protect against short circuits and overloads, it is necessary to correctly 

select, install and use electrical networks and automation equipment. 

To prevent the occurrence of fires, it is necessary to exclude the formation of 

a combustible environment, to monitor the use of non-combustible or hardly 

combustible materials in the construction and decoration of buildings. 

It is necessary to carry out the following fire prevention measures: 

• organizational measures related to the technical process, taking into 

account the fire safety of the facility (personnel briefing, training in safety 

rules, publication of instructions, posters, evacuation plans). 

• operational measures that consider the operation of the equipment 

used (compliance with equipment operating standards, ensuring a free 

approach to equipment, maintaining conductor insulation in good condition). 

• technical and constructive measures related to the correct placement 

and installation of electrical equipment and heating devices (compliance 

with fire safety measures when installing electrical wiring, equipment, 

heating, ventilation and lighting systems). 

To increase the resistance of the working room to emergencies, it is 

necessary to install fire alarm systems that react to smoke and other combustion 

products, install fire extinguishers. Also, two times a year to conduct drills to 

practice actions in case of fire. 

An evacuation plan is presented in the presented working room at the 

entrance, a fire alarm system is installed. The room is equipped with OU-2 type 

carbon dioxide fire extinguishers in the amount of 2 pieces per one working area. 

There is an electrical panel within the reach of workers, with the help of which it is 

possible to completely de-energize the working room. 
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In the event of a fire, you must call the fire department by phone 101 and 

inform the place of the emergency, take measures to evacuate workers in 

accordance with the evacuation plan. In the absence of direct threats to health and 

life, make an attempt to extinguish the resulting fire with existing carbon dioxide 

fire extinguishers. In case of loss of control over the fire, it is necessary to evacuate 

after the employees according to the evacuation plan and wait for the arrival of the 

fire service specialists. 

12.6 Conclusion 

Each employee must carry out professional activities with taking into 

account social, legal, environmental and cultural aspects, issues health and safety, 

be socially responsible for the solutions, be aware of the need for sustainable 

development. 

In presently section covered the main issues of observance of rights 

employee to work, compliance with the rules for labor safety, industrial safety, 

ecology and resource conservation. 

It was found that the researcher's workplace satisfies safety and health 

requirements during project implementation, and the harmful impact of the 

research object on the environment is not exceeds the norm.
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13. Financial management, resource efficiency and resource saving 

The purpose of this section is to discuss the issues of competitiveness, resource 

efficiency and resource saving, as well as financial costs regarding the object of the 

study of the Master thesis. The competitiveness analysis is carried out for this 

purpose. The SWOT analysis helps to identify strengths, weaknesses, opportunities 

and threats associated with the project, and decide how to deal with them in each 

particular case. The development of the project requires funds that go to the salaries 

of project participants and the necessary equipment (the list is given in the respective 

section). The calculation of the resource efficiency indicator helps to make a final 

assessment of the technical decision on individual criteria and in general. 

 
13.1 Competitiveness analysis of technical solutions 

In order to find sources of financing for the project, it is necessary, first, to 

determine the commercial value of the work. The analysis of competitive technical 

solutions in terms of resource efficiency and resource saving allows us to evaluate the 

comparative effectiveness of the scientific development. This analysis is advisable to 

carry out using an evaluation card. 

First, it is necessary to analyze possible technical solutions and choose the best 

one based on the considered technical and economic criteria. 

The evaluation map analysis is presented in Table 5. The position of your 

research and competitors is evaluated for each indicator by you on a five-point scale, 

where 1 is the weakest position and 5 is the strongest. The weights of the indicators 

determined by you in the amount should be 1. The analysis of competitive technical 

solutions is determined by the formula: 

C = Wi  Pi ,, 

С - the competitiveness of research or a competitor; 

Wi– criterion weight; 

Pi – point of i-th criteria. 
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SIQ - smart interface quality; 

EO - ease of operation; 

ACPC - ability to connect to PC; 

 

Table 5. Evaluation card for comparison of competitive technical solutions 

 

Evaluation criteria 

example 

 

Criterion 

weight 

 
Points 

Competitiveness 

Taking into account 

weight coefficients 

PSI
Q 

PEO PAC

PC 

C 

SIQ 
CE

O 

CAC

PC 

1 2 3 4 5 6 7 8 

Technical criteria for evaluating resource efficiency 

1. Energy efficiency 0.10 5 5 5 0.5 0.5 0.5 

2. Reliability 0.20 4 4 5 0.8 0.8 1 

3. Safety 0.10 5 5 5 0.5 0.5 0.5 

4. Functional capacity 0.20 3 4 5 0.6 0.8 1 

Economic criteria for performance evaluation 

1. Development cost 0.13 5 5 5 0.65 0.65 0.65 

2. Market penetration rate 0.20 4 4 4 0.8 0.8 0.8 

3. Expected lifecycle 0.07 4 4 5 0.28 0.28 0.35 

Total 1 30 31 34 4.13 4.33 4.8 

 
Make a conclusion according to the results of the competitiveness analysis. 
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13.2 SWOT analysis 

The complex analysis solution with the greatest competitiveness is carried out 

with the method of the SWOT analysis: Strengths, Weaknesses, Opportunities and 

Threats. The analysis has several stages. The first stage describes the strengths and 

weaknesses of the project, identifies opportunities and threats to the project that have 

emerged or may appear in its external environment. The second stage identifies the 

compatibility of the strengths and weaknesses of the project with the external 

environmental conditions. This compatibility or incompatibility should help to 

identify what strategic changes are needed. 

Table 6. Matrix of SWOT-analysis 

 Strengths: 

S1. Established a more 

detailed credit score tab 

S2. Provides detailed user 

ratings and an overview map 

of their default rates 
 

Weaknesses: 

W1. There is a lot of noisy data 

in the data 

W2. Too many variables in the 

data set 
 

Opportunities:   

O1. Has strong commercial 
value 

Strategy which based on Strategy which based on 

O2. Provide reference for the 
bank's credit scoring business 

strengths and opportunities: 
1. The scorecard structure is 

simple and easy to implement 

weaknesses and opportunities: 
1. Use various data processing 

methods to deal with noisy 
data and improve the accuracy 
of the model 

   

Threats:   

T1. The scoring strategy 
derived from this project 
requires banks to implement 
differently according to their 
own business priorities 

Strategy which based on Strategy which based on 

 strengths and threats: 
1. Provides dual advice on 

maximizing profit and 
minimizing default rate 

weaknesses and threats: 
1. The credit score card obtained 

after cleaning the dirty data 
and the user’s score and 
default rate profile have 
detailed information, which is 
convenient for the bank to 
formulate strategies 

   

 
13.3 Project Initiation 

The initiation process group consists of processes that are performed to define 

a new project or a new phase of an existing one. In the initiation processes, the initial 
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purpose and content are determined and the initial financial resources are fixed. The 

internal and external stakeholders of the project who will interact and influence the 

overall result of the research project are determined. 

Table 7. Stakeholders of the project 

Project stakeholders Stakeholder expectations 

Bank The accuracy, reliability and availability of credit 

score cards 

Bank customers The specific behaviors and credit scoring 

framework that affect the credit scoring of bank 

customers 
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Table 8. Purpose and results of the project 
 

Purpose of project: 
Analyze the various behaviors of bank customers, establish 

a scoring card that can quantitatively display the credit 

status of bank customers, and provide reference for the 

bank's lending business. 

Expected results of the 

project: 

Established a more detailed credit score tab, provides 
detailed user ratings and an overview map of their default 
rates. 

Criteria for acceptance of 

the project result: 

Ensure that bank users who pass the bank loan review have 

a default rate of less than 10% 

Requirements for the 

project result: 

1. The project must be completed by June 1, 2021 of the 

year. 

2. The results obtained must meet the acceptance criteria 

for the project result. 

 
The organizational structure of the project 

It is necessary to solve some questions: who will be part of the working group 

of this project, determine the role of each participant in this project, and prescribe the 

functions of the participants and their number of labor hours in the project. 

Table 9. Participant of the project 
 

№ Participant Role in the project Functions Labor time, 

hours. 

1 Supervisor Head of project 
Consultations. Review 

master's dissertation. 

255 hours 

2 Master’s student Executor Writing master's 

dissertations. 

 

Through data mining, 

machine learning, credit 

score card related 

knowledge, gradually 

analyze bank customer 

data, and finally establish 

bank user credit score card 

 

Analyze and verify the 

accuracy of the credit score 

card. 

765 hours 
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Project limitations 

Project limitations are all factors that can be as a restriction on the degree of 

freedom of the project team members. 

Table 10. Project limitations 

Factors Limitations / Assumptions 

3.1. Project's budget 135000 RUB 

3.1.1. Source of financing TPU 

3.2. Project timeline: 10/1/2021 to 24/05/2021 

3.2.1. Date of approval of plan of project 20/03/2021 

3.2.2. Completion date 24/05/2021 

 
Project Schedule 

As part of planning a science project, you need to build a project timeline and 

a Gantt Chart. 

Table 11. Project Schedule 
 

Job title 
Duration, working 

days 
Start date 

Date of 
completion 

Participants 

General Technical 

supervision 

30 days 10/01/2021 8/02/2021 Supervisor 

Research and analysis 

of literature 

30 days 9/02/2021 10/03/2021 Supervisor/ 

 

Student 

Clean data and build 

machine learning 

models 

30 days 11/03/2021 9/04/2021 Supervisor/ 

 

Student 

Build a credit score card 

based on the machine 

learning model 

30 days 10/04/2021 09/05/2021 Supervisor/ 

 

Student 

Preparing of 

dissertation 

15days 10/05/2021 24/05/2020 Student 

 
A Gantt chart, or harmonogram, is a type of bar chart that illustrates a project 

schedule. This chart lists the tasks to be performed on the vertical axis, and time 

intervals on the horizontal axis. The width of the horizontal bars in the graph shows 

the duration of each activity. 
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Table 12. Gantt chart 
 

 
 

№ 

 
 

Activities 

 
 

Participants 

 

Тc, 

days 

Duration of the project 

January February March April May 

1 2 3 1 2 3 1 2 3 1 2 3 1 2 3 

1 General Technical 
supervision 

Supervisor 30                

2 Research and analysis 
of literature 

Supervisor/ 
 
 
Student 

30                 

3 Clean data and build 
machine learning 
models 

Supervisor/ 
 
 
Student 

30                

4 Build a credit score 
card based on the 
machine learning 
model 

Supervisor/ 
 
 
Student 

30                

5 Preparing of 
dissertation 

Student 15     
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13.4 Scientific and technical research budget 

The amount of costs associated with the implementation of this work is the 

basis for the formation of the project budget. This budget will be presented as the 

lower limit of project costs when forming a contract with the customer. 

To form the final cost value, all calculated costs for individual items related 

to the manager and the student are summed. 

In the process of budgeting, the following grouping of costs by items is 

used: 
 
 

- material costs of scientific and technical research; 

- costs of special equipment for scientific work (Depreciation of 

equipment used for design); 

- basic salary; 

- additional salary; 

- labor tax; 

- overhead. 

13.5 Calculation xof material costs 

The calculation of material costs is carried out according to the formula: 
m 

Cm = (1+ kТ )  P
i  
 N

consi  , 
i=1 

 

where  m – the number of types of material resources consumed in the 

performance of scientific research; 

Nconsi – the amount of material resources of the i-th species planned to be used 

when performing scientific research (units, kg, m, m2, etc.); 
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Pi – the acquisition price of a unit of the i-th type of material resources 

consumed (rub./units, rub./kg, rub./m, rub./m2, etc.); 

kТ – coefficient taking into account transportation costs. 

Prices for material resources can be set according to data posted on relevant websites 

on the Internet by manufacturers (or supplier organizations). 

Energy costs are calculated by the formula: 

С = Pel    Р  Feq , 
 

where P
el 

− power rates (5.8 rubles per 1 kWh for Tomsk); 

Р − power of equipment, kW; 

Feq 
− equipment usage time, hours. 

Table 13. Material costs 
 

 
Name 

U
n
it

 

A
m

o
u
n
t 

P
ri

ce
 p

er
 

u
n
it

, 
ru

b
. 

M
at

er
ia

l 

co
st

s,
 r

u
b
. 

Electricity of computer kWh 180 5.8 1044 

Papers  120 1 120 

Pen  2 150 300 

Printing on A4 sheet  200 4 800 

Internet Mon

th 

6 350 2100 

Total 4364 

 
13.6 Basic salary 

This point includes the basic salary of participants directly involved in the 

implementation of the work on this research. The value of salary costs is determined 

based on the labor intensity of the work performed and the current salary system 

The basic salary (Sb) is calculated according to the following formula: 
 

Sb = Sa Тw , (3.3) 

where Sb – basic salary per participant; 

Тw – the duration of the work performed by the scientific and technical 

worker, working days; 
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Sa - the average daily salary of an participant, rub. 

 

где Sm – monthly salary of an participant, rub .; 

М – the number of months of work without leave during the year: at 

holiday in 48 days, M = 10.4 months, 6 day per week; 

at holiday in 24 days, M = 11.2 months, 5 day per week; 

Fv – valid annual fund of working time of scientific and technical staff. 

Table 14. The valid annual fund of working time 
 

Working time indicators  

Calendar number of days 365 

The number of non-working days 

- weekend 

- holidays 

 

 

52 

 

14 

Loss of working time 

- vacation 

- sick absence 

 

 

48 

The valid annual fund of working time 251 

Monthly salary is calculated by formula: 

S
month 

= S
base 

( k
premium 

+ k
bonus 

) k
reg , (x) 

where Sbase – base salary, rubles; 

kpremium – premium rate; 

kbonus – bonus rate; 

kreg – regional rate. 

 
Table 15. Calculation of the base salaries 
 

 
Performers 

Sbase, 

rubles 

 
kpremium 

 
kbonus 

 
kreg 

Smonth, 

rub. 

Wd, 

rub. 

Тр, 

work 

days 

Wbase, 

rub. 

Head of project 35120   1.3 45656 1891.7 120 227004 

Student 17310 22503 932.4 105 97902 

The average daily salary is calculated by the formula: 
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13.7 Additional salary 

This point includes the amount of payments stipulated by the legislation on 

labor, for example, payment of regular and additional holidays; payment of time 

associated with state and public duties; payment for work experience, etc. 

Additional salaries are calculated on the basis of 10-15% of the base salary of 

workers: 

Wadd = kextra Wbase , (x) 

where Wadd – additional salary, rubles; 

kextra – additional salary coefficient; 

Wbase – base salary, rubles. 

13.8 Labor tax 

Tax to extra-budgetary funds are compulsory according to the norms 

established by the legislation of the Russian Federation to the state social insurance 

(SIF), pension fund (PF) and medical insurance (FCMIF) from the costs of workers. 

Payment to extra-budgetary funds is determined of the formula: 
 

Psocial = kb (Wbase + Wadd ) (х) 

where kb – coefficient of deductions for labor tax. 

In accordance with the Federal law of July 24, 2009 No. 212-FL, the amount 

of insurance contributions is set at 30%. Institutions conducting educational and 

scientific activities have rate - 27.1%. 

Table 16. Labor tax 
 

 Project leader Engineer 

Coefficient of deductions 27.1% 

Salary, rubles 227004 97902 

Labor tax, rubles 61518.1 26531.4 
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13.9 Overhead costs 

Overhead costs include other management and maintenance costs that can be 

allocated directly to the project. In addition, this includes expenses for the 

maintenance, operation and repair of equipment, production tools and equipment, 

buildings, structures, etc. 

Overhead costs account from 30% to 90% of the amount of base and 

additional salary of employees. 

Overhead is calculated according to the formula: 
 

Сov = kov (Wbase + Wadd ) (х) 

where kov – overhead rate.  

Table 17. Overhead 

 Project leader Engineer 

Overhead rate 30% 

Salary, rubles 227004 97902 

Overhead, rubles 68101.2 29371 

 
13.10 Formation of budget costs 

The calculated cost of research is the basis for budgeting project costs. 

Determining the budget for the scientific research is given in the table 15. 

Table 18. Items expenses grouping 

Name Cost, rubles 

1. Material costs 4364 

2. Costs of special equipment 0 

3. Basic salary 324906 

4. Additional salary 0 

5. Labor tax 88049.5 
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6. Overhead 97472.2 

Total planned cost 514791.7 

 

13.11Conclusion 

Thus, in this section we developed stages for the design and creation of the 

competitive development that meets the requirements of the field of resource efficiency 

and resource saving. 

These stages include: 

- development of the economic project idea, formation of the project 

concept; 

- organization of the work on the research project; 

- identification of possible research alternatives; 

- research planning; 

- assessing the commercial potential and prospects of scientific research 

from the standpoint of resource efficiency and resource saving; 

- determination of resource (resource saving), financial, budget, social and 

economic efficiency of the project. 
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