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Abstract 

The paper contains 104 pages, 30 figures, 24 tables, 49 sources. 

Keywords: renewable energy, energy storage systems, power converters, virtual 

synchronous generators, robustness, modal analysis, small-signal modelling. 

Object of study: topology of current-controlled Virtual Synchronous Generator. 

Purpose of the work: propose possible solution of the problem of integration 

of renewable energy-based generation in power systems. 

As a result of study the topology of current-controlled Virtual Synchronous Gen-

erator was proposed and its positive influence on power system’s robustness was 

proved. 

Scope: electric power systems, distributed networks. 
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Introduction 

Decarbonization is the predominant vector of energy development at present. In 

this context, there has been a continuous increase in the introduction of power genera-

tion plants, whose primary energy source is renewable energy, into power systems. 

Most of these are connected to the grid through power semiconductor-based de-

vices. They are controlled using the standard approach whereby the grid power con-

verter, an inverter, is the grid-following and a phase locked loop (PLL) is used for 

synchronization. This implementation results in a reduction in the overall mechanical 

inertia of the power system and, as a consequence, the problems associated with a sig-

nificant reduction in frequency and an increase in its rate of change under various per-

turbations in low-inertia power systems. 

In addition, RES operate in the mode of maximum active power generation and 

practically do not participate in the regulation of the grid regime As a result, an alter-

native control paradigm has been proposed to solve these problems, within which the 

PC becomes grid-forming. Among the existing approaches, the concept of virtual syn-

chronous generator (VSG), which aims to simulate the properties and capabilities of 

traditional synchronous generation, is considered the most promising and effective. 

There is a significant number of different implementations of the VSG, with both 

strengths and weaknesses. For example, most of the implementations use an PLL, 

which causes problems in weak and ultra-weak networks, as well as interacting with 

other similar loops, with the result that the performance of all PLL in the system dete-

riorates. In addition, most concepts present the synchronous machine model either too 

much or in insufficient detail, and there is a high probability that the numerical solution 

will be unstable. 

Topology of current-controlled VSG is proposed in this paper due to solve prob-

lems mentioned above.  
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This paper is structured as follows. Section 1 is devoted to an analysis of the 

main problems in the integration of RES into power systems, as well as a study of 

possible options for its implementation. Section 2 describes the structure of the most 

popular VSG topologies, their advantages and disadvantages. The structure of the pro-

posed VSG-C topology is also described. Section 3 is devoted to the mathematical 

description of the VSG-C topology and the study of its response when it is necessary 

to participate in the regulation of the network mode. The study is carried out using the 

Matlab/Simulink software package and the model is verified in the PSCAD software 

package. 
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1. Green Energy. Current positions, trends and problems 

Green energy (GE) is a set of technologies for generating energy with minimal 

environmental impact [1]. It is one of the most important and relevant trends in the 

development of modern power systems worldwide. As one of the methods of solving 

the problems of global climate change, it has economic potential and several market 

advantages due to the fact that RES are sold on the local market and are less susceptible 

to price fluctuations or failures in supply chains [1].  

The installed capacity of EGU RES is actively growing. According to IRENA, 

between 2012 and 2021, the total capacity of EGU-RES in the EPS of the world's larg-

est economies increased from 785 597 MW in 2012 to 1 857 623 MW in 2021 [2]. 

The dynamics of this change is shown as a bar chart in Figure 1. 

 

Figure 1 - Change of the total installed capacity of EGU-RES (MW) in EPS of the 

world's largest economies during the period from 2012 to 2021 
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EGU-RES in US EPS increased from 15.4% to 27.5%, in the EU from 69.3% to 79.6%, 

and in China from 26.3% to 42.9% [2]. The dynamics of this change is shown as a bar 

chart in Figure 2. 

 

Figure 2 - Change of the share of EGU-RES in the EPS of the world's largest 

economies from 2012 to 2021 

There are five most widespread and rapidly developing types of RES: hydro-

power - the most common type of RES, wind energy, solar energy - the fastest growing 

type of RES, bioenergy and geothermal energy [1]. The vast majority of EGU RES 

belong to the first three types of RES. A distinction can be made between wind EGUs 

(WEGUs), solar EGUs (SEGUs) and hydro EGUs (HEGUs). Statistical data [2], pre-

sented as bar charts in Figures 3, 4 and 5, allow to estimate the dynamics of the ratio 

between these types of EGU-RES in the EPS of the world's largest economies. 
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Figure 3 - Dynamics of change in the ratio of the main types of EGU-RES in 

the U.S. EPS from 2012 to 2021 

 

Figure 4 - Dynamics of change in the ratio of the main types of EGU-RES in 

the EU EPS from 2012 to 2021 
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Figure 5 - Dynamics of change in the ratio of the main types of EGU-RES in 

China's EPS from 2012 to 2021 

By 2021, the role of solar and wind in the energy mix of the world's largest 

economies has increased. At the same time, the share of hydropower, which is more 

traditional for power systems, in the total installed capacity of EGU RES has decreased. 

These facts indicate significant changes in the RES structure of the economies ana-

lyzed. The ratio between the main types of RES has become more balanced.  

The share of RES in Russia's EPS is much lower than in the economies men-

tioned above. The dynamics of changes in the installed capacity of EGU-RES by types 

of RES and their weight in the total generation in Russia from 2012 to 2021 can be 

traced from the statistical data of IRENA [2], which are shown as bar charts in Figures 

6 and 7. 
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Figure 6 - Change in Installed Capacity of EGU-RES (MW) in the EPS of Rus-

sia from 2012 to 2021 

 

Figure 7 - Change in the share of EGU-RES in the EPS of Russia from 2012 to 

2021 
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Both the installed capacity of EGU-RES and its share in total generation changed 

insignificantly over the period considered. It is possible to perform a more detailed 

analysis of the structure of Russian GE on the basis of IRENA data [2], considering 

the structure of Russian GE in the period from 2012 to 2021. 

 

Figure 8 - Dynamics of the structure of Russian GE in the period from 2012 to 

2021 

This statistic treats the Russian electricity system as a whole. At the same time, 

an important factor is the length of Russia's UEPS and its division into large parts - 

Unified Energy Systems (UES). In total, there are seven UES on the territory of Russia: 

UES of East, UES of Siberia, UES of Ural, UES of Middle Volga, UES of South, UES 

of Center, UES of North West[3]. The structure of power generation in each of these 

systems is different. The share of generation types within each of Russia's UES as of 

01.01.2022 is shown in Figure 9 in the form of bar charts based on open data from JSC 

"System Operator of the Unified Energy Power System" and the Ministry of Energy of 

the Russian Federation [4]. 
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Figure 9 - Relationship between types of power generation within each of the 

UES of Russia as of 01.01.2022 

The predominant type of power plants is coal-fired TPPs. Their share in the total 

installed capacity of the UES varies from 48.55% in the Siberian UES to 92.38% in 

the Ural UES. Among the RES significant positions are occupied by traditional for the 

energy sector HPPs, which corresponds to the statistical data of IRENA [2], shown in 

Figure 8. Against the background of other UES, the generation structure of South UES 

stands out, being the only UES in the UEPS of Russia, the share of alternative RES - 

in this case it is WEGU and SEGU - in which has a relatively high value - 10.11%. 

Small capacities are also present as part of the Ural UES - 1.22% corresponding to 

SEGU, Siberian UES - 0.76% SEGU and Mid-Volga UES - 0.50% SEGU and 0.39% 
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capacity attributable to them is increasing significantly compared with the indicators 

of previous years, starting from 2017.  

The above data indicate the growth of the installed capacity of EGU associated 

with alternative RES – WEGU and SEGU, both in the world's largest economies, and 

in the Russian Federation. Speed, volumes and uniformity of this process are different, 

but the trend is noticeable and it affects the development of the world power industry, 

raising the problem of integration of growing volumes of EGU-RES capacity into 

power systems, relevant to WEGU and SEGU due to the fact that HEGU are traditional 

RES and are an integral part of power generation and maintaining stability of the ES. 

Wind EGU, in accordance with the standard of the International Electrotechnical 

Commission (IEC) for the definition of common (standard) dynamic models for 

WEGU [5] and the position of the international organization IEEE (Institute of Elec-

trical and Electronics Engineers) [6], are classified by the type of electrical machine 

used in their topology. In this classification there are four basic types, the topology of 

each of them is shown in Fig. 10. 

Wind turbines of type A contain an asynchronous generator (AG) with a short-

circuited rotor, the speed of which is limited by the speed of rotation of the blades, and 

the possibility of response to changes in wind speed is insignificant. The installation of 

power converters (PC) or any other devices for regulating the generator speed is not 

provided in this type of wind turbine [7]. 

Wind turbines of type B also contain AGs, but unlike wind turbines of the type 

A, AGs with a phase rotor are used, and a variable resistance is included in the rotor 

circuit to control the speed of rotation. This type of WEGUs are controlled more flex-

ibly, but they have relatively high electric losses and very limited response to the net-

work requirements [7]. 
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Figure 10 - Topology of the main types of wind turbines (G-gearbox, PC - 

power converter, AG - asynchronous generator, DFAG – double-fed asynchronous 

generator, SG - synchronous generator) 

 

The type C of wind turbines uses asynchronous double-fed asynchronous gener-

ators (DFAG), which are phase-rotor AGs whose rotor circuits are fed externally. In 

this case, the rotor circuits are fed through the PC, which provides high controllability, 

lower losses and improved response to grid demands. Since the SP is only included in 

the rotor circuits, it affects about 30% of the energy produced by the wind turbine [7].  

Type D wind turbines are connected to the grid through PC, and in the design 

are used gearless wind turbine, coupled with the rotor of synchronous generator, per-

formed either on permanent magnets, or with electric exciter. This feature makes it 

possible to decouple the wind turbine from the system frequency and control the output 
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voltage frequency in a wide range, thus reducing its dependence on the stochastic na-

ture of the wind [7]. 

In [7] an extended classification of wind turbines is proposed: two new types are 

added – the fifth and the sixth. However, their topology repeats that of the type D, and 

the main difference lies in the electric generators used: unlike the type D type E uses a 

synchronous generator rotor coupled to a gearbox, while type F uses an asynchronous 

generator also coupled to a gearbox. The types under consideration are connected to 

the mains via a PC, which for the purpose of this work allows them to be included in 

the fourth type. 

Statistics show that the most widespread topology of wind turbines used in 

power plants is type D - they account for over 35% of the installed capacity of wind 

turbines in the world [8]. Statistical data [7] show gradual abandonment of the types A 

and B of WEGUs all over the world - thus, among WEGUs types C and D prevail, and 

the share of the latter tends to grow and may become the most common WEGU topol-

ogy in the future [7]. 

According to IRENA [2], the overwhelming majority of the installed capacity is 

represented by solar panels: their share in the total installed capacity of global SEGUs 

during the period from 2012 to 2021 exceeded 97%, reaching its highest value in 2021 

- 99.25%. Thus, considering the fact that the installed capacity of EGU-RES is grow-

ing and that the share of WEGU and SEGU in them is also increasing, while the ma-

jority of them are connected to the grid via power converters, there is a tendency for 

significant capacities that are not directly connected to the grid to be integrated into 

power systems and replacing traditional power system generation types. 

The electrical decoupling of the wind turbine generated power from the EPS 

eliminates the relationship between generator speed and grid’s frequency [9], as de-

fined by expression (1.1): 

                                                          2 ∙ 𝑇𝐽 ∙
𝑑𝜔

𝑑𝑡
= 𝑃𝐺 − 𝑃𝐿                                             (1.1) 
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In this formula 𝑇𝐽 – generator’s inertia constant, 𝜔 – angular speed of the gener-

ator’s rotor, 𝑃𝐺 – generated active power, 𝑃𝐿 – active power that is consumed by the 

load. 

The exclusion of this relationship eliminates the natural contribution of the gen-

erator to the overall system inertia [9]. As traditional generating capacities are replaced 

by green ones, this feature may lead to a significant reduction in equivalent inertia 

constant of the power system [8], which follows from expression (1.2): 

                                                           𝑇𝐽,𝐸𝑃𝑆 =
∑ 𝑇𝐽𝑖 ∙ 𝑆𝑖
𝑛
𝑖=1

𝑆𝐸𝑃𝑆
                                            (1.2) 

In this formula 𝑇𝐽𝑖  and 𝑆𝑖 – inertia constant and rated power of 𝑖𝑡ℎ generator, 𝑛 

– number of grid-connected generators, 𝑆𝐸𝑃𝑆 – overall EPS power that is equal to the 

rated power of all working generation units [8]. 

According to (1.2), as the number of EGU-RES connected to the system in-

creases, the value of 𝑆𝐸𝑃𝑆 will also increase, while the numerator will remain the same, 

due to the extremely small values of 𝑇𝐽𝑖  of each EGU-RES. The value of the equivalent 

inertia constant 𝑇𝐽,𝐸𝑃𝑆 will decrease accordingly. This dependence can also lead to more 

frequent changes in the inertia constant, compared to conventional power systems, 

caused by fluctuations in the power produced by the EGU-RES due to changes in wind 

speed or solar radiation intensity.  

As traditional generation types are replaced by alternatives and the consequent 

significant change in the dynamic properties of the EPS appears, it becomes more 

acute, the applicability of conventional methods of preventing instability - fast auto-

matic control systems for generator excitation, pulse turbine unloading, generator/load 

part shutdown, etc. - becomes more critical. 

Power converters - inverters that connect the EGU-RES to the grid - can be a 

solution to the problems mentioned above. They are a source of output voltage for the 

EGU-RES, the parameters of which can be controlled. Broadly speaking, inverters can 

be classified as grid-following (GFL) and grid-forming (GFM) [10]. 
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GFL inverter control systems are based on phase and amplitude of grid voltage 

signals. These are monitored using a phase locked loop (PLL) which measures at the 

connection point, referred to in the literature as a common coupling point (CCP). In 

this way, synchronization with the grid is achieved and the GFL inverters follow its 

phase, functioning as controlled current sources [11]. The output power of a GFL in-

verter is generally determined via static characteristics based on the measured grid’s 

voltage amplitude and frequency [10]. The output power is regulated by controlling the 

output currents and neither the amplitude nor the frequency of the output voltage can 

be controlled independently as this requires an additional voltage source [11]. This 

power inverter control strategy is the convenient and most common for EGU-RES [11, 

13]. The schematic diagram of the GFL inverter is shown in Figure 11. 

 

Figure 11 – Circuit diagrams of GFM and GFL inverters 

 

A schematic diagram illustrating the general principle of a power converter GFL 

control system is shown in Figure 12. This system consists of three main parts [12]: 

1. Active and reactive power control. The inputs of this part are the differ-

ences between the instantaneous values of active and reactive powers flowing into the 

CCP (𝑝 and 𝑞 respectively) and the instantaneous values of active and reactive powers 
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flowing into/from the system (𝑝∗ and 𝑞∗ respectively). The power values are calculated 

based on the measurement of currents and voltages on the PC side and on the grid’s 

side. 

2. Grid’s voltage phase detection. For this PLL is used. Its inputs are the 

three grids voltage phases 𝑣𝑔𝑎𝑏𝑐  measured in the CCP. The output values of this loop 

are the calculated frequency 𝜔𝑔̌ and angle 𝜃𝑔̌ of the mains voltage. They should be as 

close as possible to the actual values, reflecting the actual state of the grid’s voltage. 

For this purpose, a PI controller is included in the structure of PLL. The PLL circuit 

diagram is shown in Figure 13. 

3. Generation of the output control signal for the PC based on previous cal-

culations. 

GFM inverters, unlike GFL inverters, are able to control the frequency and am-

plitude of the output voltage On this basis, GFM inverters can be thought of as a con-

trolled voltage source [10]. However, there is no general principle for GFM inverter 

control systems. There are many possible variants of the implementation of this control 

strategy for PC, and many of them have significant differences in structure and con-

struction principle. The most common are strategies based on control based on droop 

characteristics, as well as those based on the concept of a virtual synchronous generator 

(VSG), and the latter group is the most promising in the near future [13]. 

The VSG concept is based on the idea of the inverter simulating the behaviour 

of a Synchronous Generator (SG) by incorporating SG equations into the control algo-

rithms. Such SPs have a number of advantages. For example, they are capable of 

providing a number of EPS support services: increasing the system strength, imple-

menting a tunable inertial response, and quickly adjusting the output voltage amplitude 

and frequency [13]. 
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Figure 12 - Schematic diagram of the general principle of the inverter slave 

control system 

 

 

Figure 13 - PLL circuit diagram 
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At the same time, VSG inverters are capable not only of simulating traditional 

SGs, but can significantly improve the dynamic properties of the EPS, as the control 

system parameters are not limited by the design of a particular machine and can be 

changed to achieve the required transient response [13]. 
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2. Virtual Synchronous Generator 

2.1. The basics of VSG concept. Implementations of VSG  

The VSG is a control algorithm that organizes the interaction of the EGU-RES, 

energy storage systems (ESS), and power electronics so that the output voltage of the 

inverter simulates the response of the synchronous generator [14]. The block diagram 

describing the basic principle of the VSG model is shown in Fig. 14 [15]. 

 

 

Figure 14 - Basic principle of VSG 

This principle can be divided into five parts: a unit for measurement and calcu-

lation of input quantities (active and reactive power flows into the network, voltage 

amplitude and phase in CCP, network voltage amplitude and phase), a unit for simula-

tion of AVR and ASR systems (or an external control loop), a unit for simulation of 

synchronous generator dynamics, an internal control loop and a control signal genera-

tion unit. 
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The role of the external control loop is to regulate the voltage amplitude (virtual 

AVR system) and frequency (virtual ASR system) by analogy with AVR and ASR 

systems in traditional SGs [15]. Different implementations of frequency regulator are 

possible, the best response is demonstrated by the regulator with droop characteristics. 

The virtual AVR model is usually a proportional-integral control, either voltage, with 

reactive power droop, or reactive power, with voltage droop [15]. 

The dynamic processes of a synchronous machine are described using the swing 

equation and a system of electromagnetic equations of various orders of the synchro-

nous generator. In addition to the accuracy of the description, these models differ in 

their effect on the response of the VSG [15]. So, the 7th order detailed model of SG 

can reduce the rate of change of frequency. At the same time, the 2nd order model has 

a similar frequency nadir, but it provides no threats of synchronous resonance and in-

stability of the numerical solution. The 2nd order model is the best option for handling 

electromagnetic processes in synchronous machines, which is due to the elimination of 

excessive informativity while maintaining sufficient efficiency by changing the virtual 

stator winding resistance. However, due to their simplicity, models that exclude elec-

tromagnetic processes in the synchronous machine are the most common [15]. 

The internal control loop has a significant influence on the dynamics of the 

whole VSG model. This loop can be implemented in three variations, depending on the 

input reference values. This allows one to differentiate between current-, voltage- and 

power-controlled models of a VSG. These circuits are usually based on PI controllers 

in a three-phase system, which have several advantages, the most important of which 

is the ability to implement current limiting algorithms. At the same time, a significant 

disadvantage is the possible instability of the numerical solution - especially in the case 

of a high-order SG model - due to the properties of PI controllers. Thus, this loop makes 

the whole VSG structure extremely sensitive to the chosen solution method and inte-

gration step [15]. 

The final VSG control signal is generated by pulse-width modulation (PWM) 

based on the results of the internal control loop calculation. 
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In spite of the common fundamentals of the VSG concept, its implementation 

can be very different. Thus, within the VSG concept, there are many variants of control 

systems. The authors of review articles highlight such VSG topologies as VISMA and 

IEPE [14, 15, 16, 17], Synchronverter [14, 15, 16, 17], ISE Labs topology [14, 16, 17] 

and VSYNC [15, 16, 17]. Each of these topologies will be discussed below. 

VISMA and IEPE 

The VISMA (Virtual Synchronous Machine) topology has three implementa-

tions [15]: VISMA [18], VISMA-Method 1 (VISMA 1) [19] and VISMA-Method 2 

(VISMA 2) [19]. All three implementations include both mechanical and electromag-

netic parts of the synchronous machine, but VISMA has the most detailed model of 

electromagnetic processes, describing in dq-coordinates the processes in the stator 

winding, damper winding and exciter, and considering the hysteresis phenomenon 

[18]. 

VISMA 1 is a simplified implementation of VISMA. The electromagnetic pro-

cesses in the SG are described by a model that considers the stator winding voltages, 

the inertia is considered via the swing equation [19]. Also, the phenomenon of hyste-

resis is considered and implemented with a separate controller located structurally be-

fore the PWM. The structure and block diagrams of VISMA 1 are shown in Figure 15 

[19]. 
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Figure 15 - Structural and block diagram of VISMA 1 topology 
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For this topology to function, the phase currents and voltages in the CCP as well 

as the grid's voltages must be measured. The mechanical and electromagnetic models 

are interrelated: the angle 𝜃 is derived from the equation of motion and the current 

reference 𝑖𝑟𝑒𝑓 is calculated from the stator winding equations to calculate the instanta-

neous power value and consequently the electrical torque required by the equation of 

motion. 

VISMA 2 and the topology developed by the IEPE (Institute of Electrical Power 

Engineering) are identical. As in VISMA 1, the electromagnetic processes in the SG 

are described by 2nd order model. The main difference are the inputs of the model: in 

VISMA 1, they were voltages in the CCP and in VISMA 2 (IEPE), they are currents 

[19]. This difference causes the use of differentiation in the model, which may lead to 

instability of the numerical solution. A low-pass filter is used in the model to increase 

the stability [19]. A structural and block diagram of VISMA 2 (IEPE) is shown in Fig-

ure 16 [19]. 

The main disadvantages of all the VISMA implementations are the possible in-

stability of the numerical solution due to application of integration and differentiation, 

which makes them sensitive to the choice of solution method and integration step [16]. 

The presence of PLL that is used for initial synchronization with the network intro-

duces additional nonlinearities, has complicated parameter settings and also creates a 

problem of interaction with other PLL loops in the system [20]. A disadvantage of 

VISMA 2 is the need to limit the transient currents occurring during the mains syn-

chronization period [16]. 
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Figure 16 - Structural and block diagram of VISMA 2 (IEPE) topology 
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Synchronverter 

In contrast to all implementations of VISMA, the inputs for the Synchronverter 

topology are both currents and voltages in the CCP. Another difference is the structure 

of the electromagnetic process in the synchronous machine model: in Synchronverter, 

the voltage drops in the stator windings are not considered, but the electromagnetic 

torque, reactive power and EMF are calculated [20, 21]. Thus, the modulating signal 

at the PWM input is a vector of EMF, not voltage. The PLL [16, 20, 21] is used for 

initial synchronization with the grid's voltage. 

The mechanical part in this topology is represented by the swing equation, in 

which an ASR system is simulated via the droop coefficient 𝐷𝑃  [21]. The AVR system 

is represented by a more complex model, in comparison to other topologies, whose 

output is the exciter magnetic flux [21]. The values of VSG voltage frequency 𝜔𝑉𝑆𝐺  

and angle 𝜃, excitation flux 𝑀𝑓𝑖𝑓 calculated by these loops as well as the phase currents 

measured in the CCP are used to calculate the SM electromagnetic processes in the 

model. Thus, the values of reactive power 𝑄, electromagnetic torque 𝑇𝑒, and EMF ref-

erence value necessary for topology operation are formed. EMF reference along with 

the angle 𝜃 are input signals for the PWM block. 

The Synchronverter structure and block diagram are shown in Figure 17 [16, 20, 

21]. 

The exclusion of differentiation operation from the calculations is an advantage 

of this topology, which reduces the output signal noise and increases the solution sta-

bility. At the same time an important role in considered topology is played by integrat-

ing operation as well as nonlinear functions used in calculations of electromagnetic 

processes in synchronous machine due to which the instability probability of numerical 

solution remains rather high [16]. Application of PLL in this topology causes disad-

vantages similar to VISMA topology. 
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Figure 17 - Structure and block diagram of Synchronverter topology 
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ISE Labs topology 

In contrast to VISMA (IEPE) and Synchronverter topologies, the topology de-

veloped by ISE Labs does not contain a model of the electromagnetic processes in the 

synchronous machine. Thus, only the mechanical processes as well as the operation of 

the AVR and ASR systems are represented. 

The inputs of this topology are the instantaneous values of the active and reactive 

powers in the CCP, calculated from the measured phase currents and voltages in the 

CCP, as well as the frequency in the network required for initial synchronization with 

the network and measured by the PLL [16]. 

The AVR system in this topology is implemented in a simplified way, through 

the 𝐾𝑄 droop factor [17]. At the same time the ASR system is made more complicated 

than in most topologies: in contrast to the frequency droop, here a transfer function is 

used that considers the controller time constant and its droop. Thus, the model of the 

mechanical part becomes closer to the real processes [16]. 

The disadvantages of this topology are sensitivity to the accurate tuning of pa-

rameters [16], the probability of instability of the numerical solution due to the intro-

duction of an additional transfer function of the ASR controller. This function makes 

the tuning process of the topology algorithm more complicated and also increases the 

rate of change of frequency and its nadir [16]. Besides, reliability of the topology de-

creases as the PLL is implemented, as well as in previous topologies, and currents in 

CCP are used as input quantities that causes the necessity of their limitation during 

initial synchronization with the grid. 

The structural and block diagrams of this topology are shown in Figure 18 [14, 

16, 17]. 
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Figure 18 - ISE Labs topology structure and block diagram 
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VSYNC 

The main difference between the VSYNC topology and described above is that 

one of the inputs is the battery state of charge. The change in Δ𝑠𝑜𝑐 of this charge is one 

of the components of the output power equation. In this way, the inertia of the rotating 

masses of traditional synchronous machines is simulated [17]. 

Structurally, VSYNC is focused on simulating the inertial response of a synchro-

nous machine [16]. The electromagnetic processes in the synchronous machine are not 

considered within this topology, only the AVR operates when voltage change occurs. 

The inputs, in addition to the state of charge of the battery, are the phase voltages 

and currents in the CCP, as well as the phase of the grid's voltage, the increment of its 

frequency and its rate of change. The input voltages are converted from the three-phase 

coordinate system to the dq system via the Park transformation, and then the values 

obtained are fed to the reactive power droop block input, forming the reactive power 

setpoint. 

The active power setpoint is generated based on the battery charge state and the 

PLL measurement results. The resulting power setpoints are used to calculate reference 

currents in dq coordinates. These currents are then converted to a three-phase coordi-

nate system and fed to the controller input, which calculates the reference voltage based 

on the reference currents and measured phase currents and voltages in the CCP, which 

is the control signal for the pulse-width modulation unit. 

There are a number of significant disadvantages to this topology. For example, 

the application of the PLL is required not only at the stage of initial synchronization 

with the grid frequency, as in all of the above topologies, but throughout the operation 

of the algorithm [16]. One of the input signals of the active power set point generation 

block is the system frequency derivative, which can lead to additional signal distortions 

in the topology. 
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It's also worth mentioning that topology is focused on frequency change - both 

its deviation and speed of change are considered, while AVR system reacts only to 

voltage increment. 

Structure and block diagrams of this topology are shown on Figure 19 [16, 17, 

21]. 

The considered topologies, being the most widespread, have a number of disad-

vantages. Among them are the lack of precise description of processes in the synchro-

nous machine (VSE, ISE labs topologies), application of torques as inputs in swing 

equation (VISMA, Synchronverter and ISE Labs topologies) or application of fre-

quency derivative for this purpose (VSYNC topology) and implementation of PLL in 

all the considered topologies. 

These disadvantages are avoided in the structure of proposed PC control algo-

rithm – VSG-C (current-controlled VSG). A detailed description of this topology is 

given below. 
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Figure 19 - Structure and block diagram of the VSYNC topology 
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2.2. VSG – C topology 

The VSG-C structure and block diagram is shown in Figure 20. 

The inputs of the topology are the three-phase voltages in the CCP as well as the 

output currents of the VSG fed to the input of the filtering device. All calculations are 

performed in the synchronous dq coordinate system, so the input quantities go through 

the Park transformation. 

The electromechanical part of this topology is represented by the swing equation 

implemented on the basis of magnitudes rather instead of moments, as in the VISMA 

and Synchronverter topologies, which increases its reliability since there is no division 

by frequency and, therefore, the probability of solution instability is reduced. Fre-

quency controller is based on frequency droop, similar to Synchronverter and ISE Labs 

topologies. In this topology, similar to VISMA topologies, a damping circuit is per-

formed, but in a more complex implementation: the damping factor is excluded, virtual 

damping circuit is simulated. 

The inputs of the electromechanical part are the calculated frequency 𝜔𝑉𝑆𝐺  and 

the output power 𝑃𝑉𝑆𝐺 of the VSG. The frequency is compared with the setpoint 𝜔𝑠𝑒𝑡 

and the mismatch signal multiplied by the frequency droop factor 𝐾𝜔 is fed to the mo-

tion equation input, where it is compared with the output active power setpoint 𝑃𝑠𝑒𝑡,𝑉𝑆𝐺  

and the instantaneous output power 𝑃𝑉𝑆𝐺. On the basis of the power mismatch, consid-

ering the VSG inertia constant, the frequency 𝜔𝑉𝑆𝐺  and the phase 𝜃𝑉𝑆𝐺 of the output 

voltage are calculated. All calculations are performed in relative units. 

The electromagnetic processes of a synchronous machine reproduced by this to-

pology correspond to a simplified equivalent circuit of a conventional synchronous 

machine. They are implemented through virtual stator winding resistance R_V and in-

ductance L_V, virtual transformation and rotation EMFs. The electromagnetic pro-

cesses of a synchronous machine reproduced by this topology correspond to a simpli-

fied equivalent circuit of a conventional synchronous machine. They are 



41 

 

 

Figure 20 - Structure and block diagram of the VSG-C topology 
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implemented through virtual stator winding resistance R_V and inductance L_V, vir-

tual transformation and rotation EMFs. By means of an ideal virtual excitation winding 

along the d-axis to reproduce the necessary ψ_fd current coincidence, the exciter oper-

ation is considered. Also, as mentioned earlier, the topology is simplified by excluding 

the stray inductance to represent the damping circuit along the q-axis.  

The equivalent circuit of the electrical part of the VSG topology VSG-C is shown 

in Figure 21. 

 

Figure 21 - Electrical substitution diagram for WASH topology VSG-C 

 Equations describing the electrical part are given in expressions (2.1.) to (2.8.). 



43 

 

{
 
 
 
 
 
 
 

 
 
 
 
 
 
                                     

𝑑𝜓𝑑
𝑑𝑡

= 𝜔𝑏 ∙ (𝑣𝑜𝑑 +𝑅𝑉 ∙ 𝑖𝑑,𝑉𝑆𝐺 +𝜔𝑉𝑆𝐺 ∙ 𝜓𝑞)                    (2.1. )

                                    
𝑑𝜓𝑞
𝑑𝑡

= 𝜔𝑏 ∙ (𝑣𝑜𝑞 + 𝑅𝑉 ∙ 𝑖𝑞,𝑉𝑆𝐺 − 𝜔𝑉𝑆𝐺 ∙ 𝜓𝑑)                    (2.2. )

                                   
𝑑𝜓1𝑞
𝑑𝑡

= 𝜔𝑏 ∙ (−𝑅1𝑞 ∙ 𝐼𝑞,𝑉𝑆𝐺 −
𝑅1𝑞
𝐿1𝑞

∙ 𝜓1𝑞)                         (2.3. )

                                   
𝑑𝜓𝑓𝑑
𝑑𝑡

= 𝐾𝑣 ∙ (
𝑄𝑠𝑒𝑡,𝑉𝑆𝐺 − 𝑄𝑉𝑆𝐺

𝑉𝑜
)                                           (2.4. )

                                                    𝑖𝑑,𝑉𝑆𝐺 =
𝜓𝑓𝑑 − 𝜓𝑑

𝐿𝑉
                                                 (2.5. )

                                                    𝑖𝑞,𝑉𝑆𝐺 =
𝜓1𝑞 − 𝜓𝑞

𝐿𝑉
                                                 (2.6. )

                                       𝑃𝑉𝑆𝐺 = 𝑣𝑜𝑑 ∙ 𝑖𝑑,𝑉𝑆𝐺 + 𝑣𝑜𝑞 ∙ 𝑖𝑞,𝑉𝑆𝐺                                      (2.7. )

                                      𝑄𝑉𝑆𝐺 = 𝑣𝑜𝑞 ∙ 𝑖𝑑,𝑉𝑆𝐺 − 𝑣𝑜𝑑 ∙ 𝑖𝑞,𝑉𝑆𝐺                                      (2.8. )

 

In this formulas 𝜓𝑑  and 𝜓𝑞  – magnetic fluxes of virtual stator winding through 

d and q axes, 𝜓1𝑞  – magnetic flux of virtual damper winding through q axe, 𝑅1𝑞 и 𝐿1𝑞 

– active resistance and inductance of virtual exciter, 𝑄𝑠𝑒𝑡,𝑉𝑆𝐺 – setpoint of VSG’s re-

active power, 𝑄𝑉𝑆𝐺  – calculated value of VSG’s reactive power output, 𝐾𝑣 – gain of 

reactive power control loop, 𝑣𝑜𝑑𝑞 – VSG voltage in dq axes. 

One of the features of the proposed VSG-С topology is the parallel operation of 

the reference loops. One of them is responsible for generating the active 𝑃𝑠𝑒𝑡 and reac-

tive 𝑄𝑠𝑒𝑡 power settings. The second loop generates the output active 𝑃𝑉𝑆𝐺 and reactive 

𝑄𝑉𝑆𝐺  powers of the VSG on the basis of the results of the calculation of the electro-

magnetic processes model in the synchronous machine. The resulting setting values are 

added to the calculated powers of the VSG, resulting in the reference values of active 

𝑃𝑟𝑒𝑓
∗  and reactive 𝑄𝑟𝑒𝑓

∗  powers. Based on the reference powers, the current reference 

values 𝑖𝑐𝑣𝑑𝑟𝑒𝑓 and 𝑖𝑐𝑣𝑞𝑟𝑒𝑓 are generated for the internal current control loop by expres-

sion (2.9.): 

                                               𝑖𝑐𝑣𝑑𝑟𝑒𝑓 + 𝑗𝑖𝑐𝑣𝑞𝑟𝑒𝑓 =
𝑃𝑟𝑒𝑓
∗ − 𝑗𝑄𝑟𝑒𝑓

∗

𝑣𝑜𝑑 − 𝑗𝑣𝑜𝑞
                              (2.9. ) 

In this formula 𝑣𝑜𝑑 and 𝑣𝑜𝑞 – voltages of CCP in dq axes.  
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It is important to note that this topology assumes zero load, i.e. 𝑃𝑠𝑒𝑡 = 𝑄𝑠𝑒𝑡 = 0. 

Also, another feature is the absence of PLL. 

Compared to the VSG topologies described above, the proposed VSG-C topol-

ogy has several advantages: 

1. Excluding of PLL increases reliability and stability of operation 

2. The synchronous machine model describes its processes in sufficient de-

tail. At the same time, there is no unnecessary detail that can slow down the response 

and reduce the robustness of the solution 

3. The use of powers as input quantities to the electro-mechanical part of the 

VSG. The removal of the division by frequency operation that is necessary to describe 

the equation of motion through torques increases the reliability of the topology 

It is worth noting that the simulation of the damping winding by a separate circuit 

and the corresponding differential equation reduces the reliability of the model, in-

creasing the probability of instability of the numerical solution. 

In the following sections, the properties and response of the VSG-C topology at 

small-signal and within a two-machine system will be investigated. 
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3. Investigation of VSG-C topology 

This section investigates the properties and response of the proposed МЫП-С 

topology. The response when participating in network mode control will be considered. 

To simulate the response of the topology during its participation in the regulation 

of grid mode will be used small-signal technique. To apply it a linearized model of the 

system is required. Thus, a complete mathematical model of the system under study in 

the state space, including, as follows from Figure 20, a power converter controlled on 

the basis of the VSG-C, a filtering device consisting of an active resistance 𝑅𝑓, induct-

ance 𝐿𝑓 and capacitance 𝐶𝑓, and an electrical system equivalent to a voltage source 𝑉𝐺 

and a communication line with an active resistance 𝑅𝐺 and inductance 𝐿𝐺 based on 

Thevenin's theorem, is required in advance. 

This part of the work is carried out using the Matlab/Simulink software package. 

The linearized response is verified in the PSCAD software package. This does 

not require a state-space model, blocks from its internal libraries are used, which pro-

vide the basis for a final model which consists structurally of the same basic parts as 

the state-space model. 

Thus, this section is structured as follows. Subsection 3.1 is devoted to the com-

pilation and linearization of the system under consideration in the state space. Subsec-

tion 3.2 investigates in detail the response of the linearized model. In subsection 3.3, 

the response of a detailed nonlinear topology model of the VSG-C assembled in the 

PSCAD software package is investigated and compared to the response of the linear-

ized model. 
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3.1. Linearized state-space model of VSG-C 

The system is described through 14 state variables and system of 14 differential 

equations. To combine this system it is necessary to consider equations (2.1) – (2.9)  

from Section 2, equations (3.1) – (3.4) which describe the process of forming of voltage 

references for inner current control loop, and (3.5) – (3.10) which describe grid and 

RLC-filter. 

{
  
 

  
 
            𝑣𝑐𝑣𝑑𝑟𝑒𝑓 = 𝑘𝑃𝐶𝐶 ∙ (𝑖𝑐𝑣𝑑𝑟𝑒𝑓 − 𝑖𝑐𝑣𝑑) + 𝑘𝑖𝐶𝐶 ∙ 𝜉𝑑 − 𝐿𝑓 ∙ 𝜔𝑉𝑆𝐺 ∙ 𝑖𝑐𝑣𝑞           (3.1)

            𝑣𝑐𝑣𝑞𝑟𝑒𝑓 = 𝑘𝑃𝐶𝐶 ∙ (𝑖𝑐𝑣𝑞𝑟𝑒𝑓 − 𝑖𝑐𝑣𝑞) + 𝑘𝑖𝐶𝐶 ∙ 𝜉𝑞 + 𝐿𝑓 ∙ 𝜔𝑉𝑆𝐺 ∙ 𝑖𝑐𝑣𝑑           (3.2)

                                                  
𝑑𝜉𝑑
𝑑𝑡

= 𝑖𝑐𝑣𝑑𝑟𝑒𝑓 − 𝑖𝑐𝑣𝑑                                                 (3.3)

                                                  
𝑑𝜉𝑞
𝑑𝑡

= 𝑖𝑐𝑣𝑞𝑟𝑒𝑓 − 𝑖𝑐𝑣𝑞                                                 (3.4)

 

{
 
 
 
 
 
 

 
 
 
 
 
      

𝑑𝑖𝑐𝑣𝑑
𝑑𝑡

=
𝜔𝑏
𝐿𝑓
∙ 𝑣𝑐𝑣𝑑𝑟𝑒𝑓 −

𝜔𝑏
𝐿𝑓
∙ 𝑣𝑜𝑑 −

𝜔𝑏 ∙ 𝑅𝑓
𝐿𝑓

∙ 𝑖𝑐𝑣𝑑 +𝜔𝑏 ∙ 𝜔𝐺 ∙ 𝑖𝑐𝑣𝑞              (3.5)

     
𝑑𝑖𝑐𝑣𝑞
𝑑𝑡

=
𝜔𝑏
𝐿𝑓
∙ 𝑣𝑐𝑣𝑞𝑟𝑒𝑓 −

𝜔𝑏
𝐿𝑓
∙ 𝑣𝑜𝑞 −

𝜔𝑏 ∙ 𝑅𝑓
𝐿𝑓

∙ 𝑖𝑐𝑣𝑞 − 𝜔𝑏 ∙ 𝜔𝐺 ∙ 𝑖𝑐𝑣𝑑               (3.6)

                             
𝑑𝑣𝑜𝑑
𝑑𝑡

=
𝜔𝑏
𝐶𝑓
∙ 𝑖𝑐𝑣𝑑 −

𝜔𝑏
𝐶𝑓
∙ 𝑖𝑜𝑑 +𝜔𝑏 ∙ 𝜔𝐺 ∙ 𝑣𝑜𝑞                            (3.7)

                             
𝑑𝑣𝑜𝑞
𝑑𝑡

=
𝜔𝑏
𝐶𝑓
∙ 𝑖𝑐𝑣𝑞 −

𝜔𝑏
𝐶𝑓
∙ 𝑖𝑜𝑞 − 𝜔𝑏 ∙ 𝜔𝐺 ∙ 𝑣𝑜𝑑                            (3.8)

     
𝑑𝑖𝑜𝑑
𝑑𝑡

=
𝜔𝑏
𝐿𝐺
∙ 𝑣𝑜𝑑 −

𝜔𝑏
𝐿𝐺
∙ 𝑉𝐺 ∙ sin 𝜃𝑉𝑆𝐺 −

𝜔𝑏 ∙ 𝑅𝐺
𝐿𝐺

∙ 𝑖𝑜𝑑 +𝜔𝑏 ∙ 𝜔𝐺 ∙ 𝑖𝑜𝑞         (3.9)

      
𝑑𝑖𝑜𝑞
𝑑𝑡

=
𝜔𝑏
𝐿𝐺
∙ 𝑣𝑜𝑞 −

𝜔𝑏
𝐿𝐺
∙ 𝑉𝐺 ∙ cos 𝜃𝑉𝑆𝐺 −

𝜔𝑏 ∙ 𝑅𝐺
𝐿𝐺

∙ 𝑖𝑜𝑞 − 𝜔𝑏 ∙ 𝜔𝐺 ∙ 𝑖𝑜𝑑       (3.10)

 

Thus it is possible to construct mathematical model consisting equations (3.11) 

– (3.24) which are listed below. 
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{
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                     

𝑑𝑣𝑜𝑑
𝑑𝑡

= 𝜔𝑏𝜔𝐺𝑣𝑜𝑞 +
𝜔𝑏
𝐶𝑓
𝑖𝑐𝑣𝑑 −

𝜔𝑏
𝐶𝑓
𝑖𝑜𝑑                                 (3.11)

                                     
𝑑𝑣𝑜𝑞
𝑑𝑡

= −𝜔𝑏𝜔𝐺𝑣𝑜𝑑 +
𝜔𝑏
𝐶𝑓
𝑖𝑐𝑣𝑞 −

𝜔𝑏
𝐶𝑓
𝑖𝑜𝑞                             (3.12)

                                                           
𝑑𝑖𝑐𝑣𝑑
𝑑𝑡

=  −                                                           (3.13)

                                                            
𝑑𝑖𝑐𝑣𝑞
𝑑𝑡

=  −                                                          (3.14)

𝑑𝜉𝑑
𝑑𝑡

= −
𝑣𝑜𝑑
2 𝜓𝑑 − 𝑣𝑜𝑑

2 𝜓𝑓𝑑 + 𝑣𝑜𝑞
2 𝜓𝑑 − 𝑣𝑜𝑞

2 𝜓𝑓𝑑 − 𝐿𝑑𝑄𝑟𝑒𝑓𝑣𝑜𝑞 +

𝐿𝑑(𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2 )
⋯

                                      
+𝐿𝑑𝑖𝑐𝑣𝑞𝑣𝑜𝑑

2 + 𝐿𝑑𝑖𝑐𝑣𝑑𝑣𝑜𝑞
2 − 𝐿𝑑𝑃𝑟𝑒𝑓𝑣𝑜𝑑

𝐿𝑑(𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2 )
                             (3.15)

𝑑𝜉𝑞
𝑑𝑡

= −
𝑣𝑜𝑑
2 𝜓𝑞 + 𝑣𝑜𝑞

2 𝜓𝑞 − 𝑣𝑜𝑑
2 𝜓1𝑞 − 𝑣𝑜𝑞

2 𝜓1𝑞 − 𝐿𝑞𝑄𝑟𝑒𝑓𝑣𝑜𝑑 +

𝐿𝑑(𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2 )
⋯

                                      
+𝐿𝑑𝑖𝑐𝑣𝑞𝑣𝑜𝑑

2 + 𝐿𝑑𝑖𝑐𝑣𝑑𝑣𝑜𝑞
2 − 𝐿𝑑𝑃𝑟𝑒𝑓𝑣𝑜𝑑

𝐿𝑑(𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2 )
                             (3.16)

                  
𝑑𝑖𝑜𝑑
𝑑𝑡

=
𝜔𝑏
𝐿𝐺
𝑣𝑜𝑑 −

𝜔𝑏𝑅𝐺
𝐿𝐺

𝑖𝑜𝑑 + 𝜔𝑏𝜔𝐺𝑖𝑜𝑞 −
𝜔𝑏
𝐿𝐺
𝑉𝐺 cos 𝜃𝑉𝑆𝐺               (3.17)

                  
𝑑𝑖𝑜𝑞
𝑑𝑡

=
𝜔𝑏
𝐿𝐺
𝑣𝑜𝑞 −

𝜔𝑏𝑅𝐺
𝐿𝐺

𝑖𝑜𝑞 − 𝜔𝑏𝜔𝐺𝑖𝑜𝑑 +
𝜔𝑏
𝐿𝐺
𝑉𝐺 sin 𝜃𝑉𝑆𝐺                 (3.18)

            
𝑑𝜓𝑑
𝑑𝑡

= 𝜔𝑏𝑣𝑜𝑑 +
𝜔𝑏𝑅𝑉
𝐿𝑑

𝜓𝑓𝑑 −
𝜔𝑏𝑅𝑉
𝐿𝑑

𝜓𝑑 + 𝜔𝑏 ∙ (𝜔𝑉𝑆𝐺 + 𝜔𝐺) ∙ 𝜓𝑞        (3.19)

             
𝑑𝜓𝑞
𝑑𝑡

= 𝜔𝑏𝑣𝑜𝑞 +
𝜔𝑏𝑅𝑉
𝐿𝑞

𝜓1𝑞 −
𝜔𝑏𝑅𝑉
𝐿𝑑

𝜓𝑞 − 𝜔𝑏 ∙ (𝜔𝑉𝑆𝐺 + 𝜔𝐺) ∙ 𝜓𝑑        (3.20)

                        
𝑑𝜓1𝑞
𝑑𝑡

= −𝜔𝑏𝑅1𝑞 ∙ (
1

𝐿1𝑞
+
1

𝐿𝑞
) ∙ 𝜓1𝑞 +

𝜔𝑏𝑅1𝑞
𝐿𝑞

𝜓𝑞                          (3.21)

𝑑𝜓𝑓𝑑
𝑑𝑡

=
𝑘𝑓𝑑(𝐿𝑞𝑣𝑜𝑞𝜓𝑑 − 𝐿𝑑𝑣𝑜𝑑𝜓𝑞 − 𝐿𝑞𝑣𝑜𝑞𝜓𝑓𝑑 + 𝐿𝑑𝑣𝑜𝑑𝜓1𝑞 + 𝐿𝑑𝐿𝑞𝑄𝑠𝑒𝑡)

𝐿𝑑𝐿𝑞√𝑣𝑜𝑑
2 + 𝑣𝑜𝑞

2

                                                                
𝑑𝜃𝑉𝑆𝐺
𝑑𝑡

= 𝜔𝑏𝜔𝑉𝑆𝐺                                             (3.23)

𝑑𝜔𝑉𝑆𝐺
𝑑𝑡

= −
1

𝑇𝑒𝑥𝑐
∙ (
𝜓𝑓𝑑 −𝜓𝑑

𝐿𝑑
) 𝑣𝑜𝑑 −

1

𝑇𝑒𝑥𝑐
∙ (
𝜓1𝑞 −𝜓𝑞

𝐿𝑞
) 𝑣𝑜𝑞 +

1

𝑇𝑒𝑥𝑐
∙ 𝑃𝑠𝑒𝑡,𝑉𝑆𝐺  (3.24)
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In general terms, the resulting state-space model can be represented as equation 

(3.25): 

                                                        𝑋̇ = 𝐴 ∙ 𝑋 + 𝐵 ∙ 𝑈                                                (3.25) 

In this formula 𝑋̇ – array vector of state variables derivatives, 𝑋 – array vector 

of state variables, 𝑈 – array vector of inputs, 𝐴 – state matrix, 𝐵 – matrix of inputs 

coefficients. 

Linearizing this model means reducing it to the form (3.26): 

                                                Δ𝑋̇ = 𝐴(𝑋0) ∙ Δ𝑋 + 𝐵(𝑋0) ∙ Δ𝑈                                 (3.26) 

In this formula Δ𝑋̇ – array vector of linearized state variables derivatives, Δ𝑋 – 

array vector of linearized state variables, Δ𝑈 – array vector of linearized inputs, 𝐴(𝑋0) 

– transformed as a result of linearization state matrix, 𝐵(𝑋0) – transformed as a result 

of linearization matrix of inputs coefficients. 

 A detailed representation of each element of equation (3.26) is given in expres-

sions (3.27) to (3.59): 

𝐴(𝑋0) =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐴𝐴1

𝑇

𝐴𝐴2
𝑇

𝐴𝐴3
𝑇

𝐴𝐴4
𝑇

𝐴𝐴5
𝑇

𝐴𝐴6
𝑇

𝐴𝐴7
𝑇

𝐴𝐴8
𝑇

𝐴𝐴9
𝑇

𝐴𝐴10
𝑇

𝐴𝐴11
𝑇

𝐴𝐴12
𝑇

𝐴𝐴13
𝑇

𝐴𝐴14
𝑇 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.27)    𝐵(𝑋0) =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝐵𝐵1

𝑇

𝐵𝐵2
𝑇

𝐵𝐵3
𝑇

𝐵𝐵4
𝑇

𝐵𝐵5
𝑇

𝐵𝐵6
𝑇

𝐵𝐵7
𝑇

𝐵𝐵8
𝑇

𝐵𝐵9
𝑇

𝐵𝐵10
𝑇

𝐵𝐵11
𝑇

𝐵𝐵12
𝑇

𝐵𝐵13
𝑇

𝐵𝐵14
𝑇 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.28)    Δ𝑈 =

[
 
 
 
 
 
Δ𝑃𝑠𝑒𝑡
Δ𝑄𝑠𝑒𝑡

Δ𝑃𝑠𝑒𝑡,𝑉𝑆𝐺
Δ𝑄𝑠𝑒𝑡,𝑉𝑆𝐺
Δ𝑉𝐺
Δ𝜔𝐺 ]

 
 
 
 
 

   (3.29) 
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Δ𝑋 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Δ𝑣𝑜𝑑
Δ𝑣𝑜𝑞
Δ𝑖𝑐𝑣𝑑
Δ𝑖𝑐𝑣𝑞
Δ𝜉𝑑
Δ𝜉𝑞
Δ𝑖𝑜𝑑
Δ𝑖𝑜𝑞
𝛥𝜓𝑑
Δ𝜓𝑞
Δ𝜓1𝑞
Δ𝜓𝑓𝑑
Δ𝜃𝑉𝑆𝐺
Δ𝜔𝑉𝑆𝐺]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

       (3.30)              Δ𝑋̇ =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝑑Δ𝑣𝑜𝑑
𝑑𝑡

𝑑Δ𝑣𝑜𝑞
𝑑𝑡

𝑑Δ𝑖𝑐𝑣𝑑
𝑑𝑡

𝑑Δ𝑖𝑐𝑣𝑞
𝑑𝑡
𝑑Δ𝜉𝑑
𝑑𝑡
𝑑Δ𝜉𝑞
𝑑𝑡

𝑑Δ𝑖𝑜𝑑
𝑑𝑡

𝑑Δ𝑖𝑜𝑞
𝑑𝑡

𝑑Δ𝜓𝑑
𝑑𝑡
𝑑Δ𝜓𝑞
𝑑𝑡

𝑑Δ𝜓1𝑞
𝑑𝑡

𝑑Δ𝜓𝑓𝑑
𝑑𝑡

𝑑Δ𝜃𝑉𝑆𝐺
𝑑𝑡

𝑑Δ𝜔𝑉𝑆𝐺
𝑑𝑡 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

       (3.31) 

𝐵𝐵1 =

[
 
 
 
 
 

0
0
0
0
0

𝜔𝑏𝑣𝑜𝑞0]
 
 
 
 
 

   (3.32)    𝐵𝐵2 =

[
 
 
 
 
 

0
0
0
0
0

−𝜔𝑏𝑣𝑜𝑑0]
 
 
 
 
 

    (3.33)   

 

 

 

 



50 

 

𝐵𝐵3 =

[
 
 
 
 
 
 
 
 
𝜔𝑏𝐾𝑃𝐶𝐶𝑣𝑜𝑑0

𝐿𝑓(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑑0

2 )

𝜔𝑏𝐾𝑃𝐶𝐶𝑣𝑜𝑞0

𝐿𝑓(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑑0

2 )

0
0
0
0 ]

 
 
 
 
 
 
 
 

   (3.34)     𝐵𝐵4 =

[
 
 
 
 
 
 
 
 

𝜔𝑏𝐾𝑃𝐶𝐶𝑣𝑜𝑞0

𝐿𝑓(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑑0

2 )

−
𝜔𝑏𝐾𝑃𝐶𝐶𝑣𝑜𝑑0

𝐿𝑓(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑑0

2 )

0
0
0
0 ]

 
 
 
 
 
 
 
 

   (3.35)       

𝐵𝐵5 =

[
 
 
 
 
 
 
 
 

𝑣𝑜𝑑0

𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2

𝑣𝑜𝑞0

𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2

0
0
0
0 ]

 
 
 
 
 
 
 
 

   (3.36)    𝐵𝐵6 =

[
 
 
 
 
 
 
 
 

𝑣𝑜𝑞0

𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2

−
𝑣𝑜𝑑0

𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2

0
0
0
0 ]

 
 
 
 
 
 
 
 

   (3.37)     

𝐵𝐵7 =

[
 
 
 
 
 
 

0
0
0
0

−
𝜔𝑏 sin 𝜃𝑉𝑆𝐺0

𝐿𝐺
𝜔𝑏𝑖𝑜𝑞0 ]

 
 
 
 
 
 

   (3.38)    𝐵𝐵8 =

[
 
 
 
 
 
 

0
0
0
0

−
𝜔𝑏 cos 𝜃𝑉𝑆𝐺0

𝐿𝐺
−𝜔𝑏𝑖𝑜𝑑0 ]

 
 
 
 
 
 

   (3.39) 

      𝐵𝐵9 =

[
 
 
 
 
 

0
0
0
0
0

𝜔𝑏𝜓𝑞0]
 
 
 
 
 

   (3.40)    𝐵𝐵10 =

[
 
 
 
 
 

0
0
0
0
0

−𝜔𝑏𝜓𝑑0]
 
 
 
 
 

   (3.41)  𝐵𝐵11 =

[
 
 
 
 
 
0
0
0
0
0
0]
 
 
 
 
 

   (3.42) 

      𝐵𝐵12 =

[
 
 
 
 
 
 
 
 

0
0
0
1

𝑇𝑒𝑥𝑐𝑉𝐺0

−
𝐿𝑉𝑣𝑜𝑞0𝜓𝑑0 − 𝐿𝑉𝑣𝑜𝑑0𝜓𝑞0 − 𝐿𝑉𝑣𝑜𝑞0𝜓𝑓𝑑0 + 𝐿𝑉𝑣𝑜𝑑0𝜓1𝑞0 + 𝐿𝑉

2𝑄𝑠𝑒𝑡,𝑉𝑆𝐺0

𝑇𝑒𝑥𝑐𝐿𝑉
2𝑉𝐺0

2

0 ]
 
 
 
 
 
 
 
 

   (3.43)    
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𝐵𝐵13 =

[
 
 
 
 
 
0
0
0
0
0
0]
 
 
 
 
 

   (3.44)    𝐵𝐵14 =

[
 
 
 
 
 
 
0
0
1

2𝐻
0
0
0 ]
 
 
 
 
 
 

   (3.45) 

𝐴𝐴1 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0
𝜔𝑏𝜔𝐺0
𝜔𝑏
𝐶𝑓
0
0
0

−
𝜔𝑏
𝐶𝑓
0
0
0
0
0
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.46)     𝐴𝐴2 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
−𝜔𝑏𝜔𝐺0

0
0
𝜔𝑏
𝐶𝑓
0
0
0

−
𝜔𝑏
𝐶𝑓
0
0
0
0
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.47) 

𝐴𝐴3 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 −
𝜔𝑏(𝑣𝑜𝑑0

4 + 2𝑣𝑜𝑑0
2 𝑣𝑜𝑞0

2 + 𝑃𝑠𝑒𝑡0𝐾𝑃𝐶𝐶𝑣𝑜𝑑0
2 + 2𝑄𝑠𝑒𝑡0𝐾𝑃𝐶𝐶𝑣𝑜𝑑0𝑣𝑜𝑞0 + 𝑣𝑜𝑞0

4 − 𝑃𝑠𝑒𝑡0𝐾𝑃𝐶𝐶𝑣𝑜𝑞0
2 )

𝐿𝑓(𝑉𝑜𝑑0
2 +𝑣𝑜𝑞0

2 )

−
𝜔𝑏𝐾𝑃𝐶𝐶(2𝑃𝑠𝑒𝑡0𝑣𝑜𝑑0𝑣𝑜𝑞0 − 𝑄𝑠𝑒𝑡0𝑣𝑜𝑑0

2 + 𝑄𝑠𝑒𝑡0𝑣𝑜𝑞0
2 )

𝐿𝑓(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
2

−
𝜔𝑏(𝐾𝑃𝐶𝐶 + 𝑅𝑓)

𝐿𝑓
−𝜔𝑏𝜔𝑉𝑆𝐺0
𝜔𝑏𝐾𝑖𝑐𝑐
𝐿𝑓
0
0
0

−
𝜔𝑏𝐾𝑃𝐶𝐶
𝐿𝑉𝐿𝑓
0
0
−

−
𝜔𝑏𝐾𝑃𝐶𝐶
𝐿𝑉𝐿𝑓
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  (3.48)      
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𝐴𝐴4 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 −

𝜔𝑏𝐾𝑃𝐶𝐶(2𝑃𝑠𝑒𝑡0𝑣𝑜𝑑0𝑣𝑜𝑞0 − 𝑄
𝑠𝑒𝑡0
𝑣𝑜𝑑0
2 + 𝑄

𝑠𝑒𝑡0
𝑣𝑜𝑞0
2 )

𝐿𝑓(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
2

−
𝜔𝑏(𝑣𝑜𝑑0

4 + 2𝑣𝑜𝑑0
2 𝑣𝑜𝑞0

2 − 𝑃𝑠𝑒𝑡0𝐾𝑃𝐶𝐶𝑣𝑜𝑑0
2 − 2𝑄

𝑠𝑒𝑡0
𝐾𝑃𝐶𝐶𝑣𝑜𝑑0𝑣𝑜𝑞0 + 𝑣𝑜𝑞0

4 + 𝑃𝑠𝑒𝑡0𝐾𝑃𝐶𝐶𝑣𝑜𝑞0
2 )

𝐿𝑓(𝑉𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
𝜔𝑏𝜔𝑉𝑆𝐺0

−
𝜔𝑏(𝐾𝑃𝐶𝐶 + 𝑅𝑓)

𝐿𝑓

0
𝜔𝑏𝐾𝑖𝑐𝑐

𝐿𝑓

0
0
0

−
𝜔𝑏𝐾𝑃𝐶𝐶

𝐿𝑉𝐿𝑓
𝜔𝑏𝐾𝑃𝐶𝐶

𝐿𝑉𝐿𝑓

0
0

𝜔𝑏𝑖𝑜𝑑0 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.49) 

𝐴𝐴5 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 −
𝑃𝑠𝑒𝑡0𝑣𝑜𝑑0

2 + 2𝑄𝑠𝑒𝑡0𝑣𝑜𝑑0𝑣𝑜𝑞0 − 𝑃𝑠𝑒𝑡0𝑣𝑜𝑞0
2

(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
2

−
2𝑃𝑠𝑒𝑡0𝑣𝑜𝑑0𝑣𝑜𝑞0 − 𝑄𝑠𝑒𝑡0𝑣𝑜𝑑0

2 +𝑄𝑠𝑒𝑡0𝑣𝑜𝑞0
2

(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
2

−1
0
0
0
0
0

−
1

𝐿𝑉
0
0
1

𝐿𝑉
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

  (3.50)  
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 𝐴𝐴6 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 −
2𝑃𝑠𝑒𝑡0𝑣𝑜𝑑0𝑣𝑜𝑞0 −𝑄𝑠𝑒𝑡0𝑣𝑜𝑑0

2 + 𝑄𝑠𝑒𝑡0𝑣𝑜𝑞0
2

(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
2

𝑃𝑠𝑒𝑡0𝑣𝑜𝑑0
2 + 2𝑄𝑠𝑒𝑡0𝑣𝑜𝑑0𝑣𝑜𝑞0 −𝑃𝑠𝑒𝑡0𝑣𝑜𝑞0

2

(𝑣𝑜𝑑0
2 + 𝑣𝑜𝑞0

2 )
2

0
−1
0
0
0
0
0

−
1

𝐿𝑉
1

𝐿𝑉
0
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.51) 

𝐴𝐴7 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝜔𝑏
𝐿𝐺
0
0
0
0
0

−
𝜔𝑏𝑅𝐺
𝐿𝐺

𝜔𝑏𝜔𝐺0
0
0
0
0

−
𝜔𝑏𝑉𝐺0 cos 𝜃𝑉𝑆𝐺0

𝐿𝐺
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.52)     𝐴𝐴8 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0
𝜔𝑏
𝐿𝐺
0
0
0
0

−𝜔𝑏𝜔𝐺0

−
𝜔𝑏𝑅𝐺
𝐿𝐺
0
0
0
0

𝜔𝑏𝑉𝐺0 sin 𝜃𝑉𝑆𝐺0
𝐿𝐺
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.53) 
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𝐴𝐴9 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

𝜔𝑏
0
0
0
0
0
0
0

−
𝜔𝑏𝑅𝑉
𝐿𝑉

𝜔𝑏(𝜔𝑉𝑆𝐺0 + 𝜔𝐺0)
0

𝜔𝑏𝑅𝑉
𝐿𝑉
0

𝜔𝑏𝜓𝑞0 ]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.54)     𝐴𝐴10 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0
𝜔𝑏
0
0
0
0
0
0

−𝜔𝑏(𝜔𝑉𝑆𝐺0 +𝜔𝐺0)

−
𝜔𝑏𝑅𝑉
𝐿𝑉

𝜔𝑏𝑅𝑉
𝐿𝑉
0
0

−𝜔𝑏𝜓𝑑0 ]
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𝐴𝐴11 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

0
0
0
0
0
0
0
0
0

𝜔𝑏𝑅1𝑞
𝐿𝑉

−
𝜔𝑏𝑅1𝑞(𝐿𝑉 + 𝐿1𝑞)

𝐿𝑉𝐿1𝑞
0
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.56)     𝐴𝐴12 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜓1𝑞0 − 𝜓𝑞0
𝑇𝑒𝑥𝑐𝐿𝑉𝑉𝐺0
𝜓𝑑0 −𝜓𝑓𝑑0
𝑇𝑒𝑥𝑐𝐿𝑉𝑉𝐺0

0
0
0
0
0
0
𝑣𝑜𝑞0

𝑇𝑒𝑥𝑐𝐿𝑉𝑉𝐺0

−
𝑣𝑜𝑑0

𝑇𝑒𝑥𝑐𝐿𝑉𝑉𝐺0
𝑣𝑜𝑑0

𝑇𝑒𝑥𝑐𝐿𝑉𝑉𝐺0

−
𝑣𝑜𝑞0

𝑇𝑒𝑥𝑐𝐿𝑉𝑉𝐺0
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.57) 
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𝐴𝐴13 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
0
0
0
0
0
0
0
0
0
0
0
0
0
𝜔𝑏]
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.58)     𝐴𝐴14 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
𝜓𝑑0 − 𝜓𝑓𝑑0
2𝐻𝐿𝑉

𝜓𝑞0 − 𝜓1𝑞0
2𝐻𝐿𝑉
0
0
0
0
0
0
𝑣𝑜𝑑0
2𝐻𝐿𝑉
𝑣𝑜𝑞0
2𝐻𝐿𝑉

−
𝑣𝑜𝑞0
2𝐻𝐿𝑉

−
𝑣𝑜𝑑0
2𝐻𝐿𝑉
0
0 ]

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

   (3.59) 

3.2. Investigation of linearized VSG-C response 

In this section participation of VSG in regulation process is considered by chang-

ing the value of 𝑃𝑠𝑒𝑡 from 0 to 0.7 p.u at the 5 s. By this the response of regulation 

system is considered: when frequency decreases it is necessary to increase the value of 

generated power due to equalize ROCOF to zero at first and then to return the value of 

frequency to the rated one. 

Meanwhile the voltage deviation occurs too and it is possible to notice the pro-

cess of voltage governing. 

Curves of changing of voltage, reactive power, active power and frequency de-

viation are represented in figures 22 – 25. 
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Figure 22 – Change of voltage 

 

Figure 23 – Change of reactive power 
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Figure 24 – Change of active power 

 

Figure 25 – Change of frequency deviation 

From these curves it can be seen that regulation of VSG-C works: when the volt-

age and frequency deviation occur governing system return their values to the rated 

ones. 
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3.3. Investigation of detailed non-linear model 

Model in PSCAD allows to investigate detail response of topology due to the 

fact that this model includes all parts basic modules of inverter, main electrical equip-

ment of grid and detailed models of electrical elements. 

Structurally this is a model of 2 machine system. The transient starts when fre-

quency decreases by 0.5 Hz at 5 seconds. 

Curves of voltage, active power and reactive power are represented in figures 

26, 27 and 28. 

 

Figure 26 – Change of voltage 
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Figure 27 – Change of active power 

 

Figure 28 – Change of reactive power 

Model shows familiar with linearized one response. 
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4. Financial management, resource efficiency and resource sav-

ing 

As part of this graduate qualification work, we develop an algorithm for control-

ling the grid inverter of generating plants based on renewable energy sources. 

The purpose of this section is to assess the impact of the grid inverter control 

algorithm in terms of economic efficiency and prospects, as well as resource efficiency 

and competitiveness of the project.  

To achieve this goal in the current section it is necessary to solve the following 

tasks: analyze the competitive technical solutions of the project; conduct SWOT-anal-

ysis; perform planning and organization of scientific research, based on them to build 

a Gantt chart, as well as determine the budget and resource efficiency of the scientific 

project.  

Potential consumers of the results of the work can be design or operating organ-

izations. 

Pre-project analysis 

To analyze the consumers of the research results, it is necessary to consider the 

target market and conduct its segmentation. 

The target market: private homes powered by off-grid electricity; power grids; 

industrial facilities. 

Map of market segmentation for the use of the grid inverter control algorithm of 

generating plants based on renewable energy sources (RES). 

This segmentation map shows that a grid-guided inverter control system is in 

demand in a broad spectrum of the market. At the moment, there is a grid slave inverter 

system on the market that covers the same market segments as the new development. 

However, this solution does not have the ability to control the amplitude and frequency 

of the output signal, cannot take part in the processes of voltage frequency regulation 

in power systems and improve its dynamic properties. 
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Table 4.1 – Market segmentation map for the use of the battery management 

system in hybrid autonomous power supply systems 

 Villages, cottage 

communities, 
farms 

Industrial facilities Power grids 

Network 
inverter control 

system 

   

Inverter network 
slave system 

   

 

Based on this information, we can conclude that the grid inverter control system 

can compete with the grid slave inverter system, as it has more functionality and can 

become a replacement for the obsolete development. 

In this section, an analysis of the technical solution is carried out, which will 

allow you to determine the characteristics that describe the quality of development, as 

well as the prospects for its development. 

The evaluation of the study is carried out according to the following groups of 

criteria: 

1. User productivity improvement;  

- usability;  

- functional capacity (provided capabilities);  

- reliability;  

- ease of use;  

- quality of user interface.  

2. Economic criteria for evaluating the effectiveness of development:  

- competitiveness of the solution;  

- the perspective of the solution;  

- implementation costs;  
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- financial efficiency of scientific development;  

- term of implementation. 

The scorecard, presented in Table 4.2, contains the technical and economic cri-

teria for evaluating the quality of development. The evaluation card allows you to ad-

just the scientific research, because it provides for its certain technical and economic 

features of development, creation and commercialization. Comparison will be made 

for the grid inverter control system and the grid slave inverter system. The maximum 

score characterizes the complete fulfillment of one or another indicator. Technical cri-

teria are defined according to the requirements for this development. The economic 

criteria are defined according to the financial possibilities, as well as the relevance and 

the stage of readiness of the technical solution. 

Table 4.2 – Scorecard for comparing competitive technical solutions (develop-

ments) 

Assessment 

Criteria 

Criterion 

weight 

Scores Competitiveness 

Fact. Max. Network inverter 

control system 

GFM system 

1 2 3 4 5 6 

Technical criteria for assessing the quality of design 

Energy 

Efficiency 

0.20 80 100 0.80 0.60 

Ease of use 0.05 85 100 0.80 0.65 

Service life 0.10 60 100 0.60 0.60 

Reliability 0.15 70 100 0.80 0.80 

Eco-friendliness 0.10 100 100 0.60 0.60 

Economic criteria for assessing the effectiveness of development 

Costs of 
implementation 

0.10 70 100 0.75 0.60 

Maintenance 0.10 85 100 0.60 0.60 

Fuel costs 0.15 95 100 0.95 0.95 

Implementation 
period 

0.05 95 100 0.75 0.60 

Total 1   5.90 5.40 

 

 



63 

 

The analysis of competitive technical solutions is determined by the formula: 

                                                          𝐼𝑎𝑣 =∑𝑊𝑖 ∙ 𝑆𝑖                                         (4.1)  

where Iav – the weighted average value of the indicator of quality and prospects 

of scientific development; Bi – indicator weight (in fractions of one);  Si – score of the 

i-th indicator.  

Thus, as a result of the analysis of competitive technical solutions, the final value 

of the quality index and perspective of the Network Inverter Control System was 5.90, 

and the Network Slave Inverter System was 5.40, which indicates that the developed 

solution is the most promising. 

FAST-analysis 

FAST-analysis is synonymous with the functional-value analysis. The essence 

of this method is based on the fact that the costs associated with the creation and use 

of any object that performs a given function, consists of the necessary for its manufac-

ture and operation and additional, functionally unjustified, excess costs that arise from 

the introduction of unnecessary functions not directly related to the purpose of the ob-

ject, or associated with imperfect design, technological processes, materials used, 

methods of labor, etc. 

Conducting a FAST analysis involves six stages: 

1.Selection of the object of the FAST analysis. 

2.Description of the main, main and auxiliary functions performed by the object. 

3.Determination of the significance of the functions performed by the object. 

4.Analysis of the cost of functions performed by the object of study.  

5.Construction of the function-cost diagram of the object and its analysis.  

6.Optimization of functions performed by the object. 
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Stage 1. Selection of the object of FAST analysis. 

Within the framework of the master's thesis, the object of the FAST-analysis is 

a hybrid autonomous power supply system with batteries, solar panels, wind turbines, 

diesel generator, as well as an intelligent unit aimed at rational coordination of gener-

ated and consumed electricity. 

 Stage 2. Description of the main, main and auxiliary functions performed by 

the object. 

Stage 3. Determination of the significance of the functions performed by the 

object. 

The method of prioritization proposed by Blumberg V.A. and Gluschenko V.F. 

is used to assess the significance of functions. This method is based on the calculation-

expert determination of the significance of each function.  

At the first stage a function adjacency matrix is built, where "<" - less significant; 

"=" - equal functions in importance; ">" - more significant. 

At the first stage a function adjacency matrix is built, where "<" - less significant; 

"=" - equal functions in importance; ">" - more significant. 

Table 4.3 – Adjacency matrix 

 Function 1 Function 2 

 

Function 3 

 

Function 1 = < < 

Function 2 > = < 

Function 3 > > = 

 

The second step involves converting the adjacency matrix into a matrix of 

quantitative function relations: 0.5 for "<", 1.5 for ">", 1 for "=". 

Table 4.4 – Matrix of quantitative relations of functions 

 Function 1 Function 2 
 

Function 3 
 

Total 

Function 1 1 0.5 0.5 3.5 

Function 2 1.5 1 0.5 3 

Function 3 1.5 1.5 1 2 
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Table 4.5 – Classification of functions performed by the object of research 

Name of the detail 

(unit, process) 

Number of details Function in progress Function range 

Head Main Auxiliary 

Managed inverter 1 Forms the type of output signal; 

Sends commands to enable/disable 
energy storage devices 

Х   

RES-electric 

installation 

1 Converts primary renewable en-

ergy into electrical energy 
 Х  

Storage battery 1 Stores and outputs electrical en-

ergy 

  Х 
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Table 4.6 – Determination of the value of the functions performed by the object of research 

Name of the de-

tail (unit, process) 

Quantity 

parts per 

unit 

Function in progress Norm 

consumption 

rate, kg 

The labor in-

tensity of the 

part, 

norm-h. 

The cost, 

rubles. 

Salary, 

rub./piece 

Self-cost, 

rub. 

Managed inverter 1 Forms the type of output sig-

nal. 

Sends commands to ena-

ble/disable energy storage de-
vices 

- 24 335 200 22900 358 100 

RES-electric in-

stallation 

1 Converts primary renewable 

energy into electrical energy - 10 60 000 5000 65 000 

Storage battery 1 Stores and outputs electrical 

energy - 48 163 000 5000 168 000 

Total 591 100 



Calculate the relative importance of each function: 

1) Controlled inverter: 3.5/8.5 = 0.41; 

2) RES-electric plant: 3/8,5 = 0,35; 

3) Battery pack: 2/8.5 = 0.24; 

Stage 4. Analysis of the value of the functions performed by the object of re-

search. 

The task of this stage is to assess the level of costs for each function with the 

help of special methods. The calculation of the cost of functions is shown in Table 4.6. 

The total cost of production is 591 100 rub.  

Let's calculate the relative cost of each function: 

1) Mabaged inverter: 
358 100

591 100 
=  0.606; 

2) RES-electric installation: 
65 000

591 100 
=  0.110; 

3) Storage battery: 
168 000

591 100 
=  0.284; 

Stage 5. Construction of the function and cost diagram of the object and its anal-

ysis. 

Information about the object of research, collected during the previous stages, at 

this stage is summarized in the form of a functional-value diagram (FVD).  

The functional-cost diagram in allows to reveal disproportions between the im-

portance (usefulness) of the functions and the costs of them. Analysis of the FDS shows 

a clear presence of disproportion on function 2. It is necessary to work on the elimina-

tion of these disproportions. 

Stage 6. Optimization of functions performed by the object.  

List of measures to reduce costs per unit effect: 

• Cost reduction with a reasonable reduction of technical parameters to their 

functionally necessary level; 

• Application of fundamentally new design solutions;  
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• Optimization of technical parameters;  

• Optimization of reliability parameters;  

• Improved maintainability;  

• Application of new processes, blanks, materials, etc. 

 
 

Figure 29 – Functional Cost Diagram 

SWOT-analysis 

The SWOT analysis is conducted to analyze the internal and external factors that 

can affect the research project. Its matrix allows you to determine the mutual influence 

of the factors and draw conclusions that will help in the development of the research 

strategy. The strengths and weaknesses can include the internal features of the research 

study, and the opportunities and threats can include the characteristics of the external 

environment. The analysis results in a matrix, presented in the form of Table 4.7.



Table 4.7 – SWOT analysis matrix of the research project 

 Strengths: 

S1. Improvement of inertia properties of power 

systems. 

S2. Involvement of RES-electric plants in partici-

pation in regulation of voltage frequency of power 

systems. 

S3. Environmental friendliness of the technology. 

Weaknesses: 

W1. High cost of implementation. 

W2. The need for many preliminary studies. 

W3. Complex service. 

Opportunities: 

O1. Solving the problems that slow down the 

growth of RES capacity implementation. 

O2. Qualitative improvement of processes in en-

ergy systems. 

O3. Public and private support for industrial 

modernization projects. 

Improving the inertia properties of power systems 

can lead to a qualitative improvement in power 

system processes. 

Involvement of RES power plants in the regula-

tion of voltage frequency of power systems can 

solve the problem of the slow growth of the intro-

duction of RES capacity 

Green technology can attract public and private 

support for the project. 

High cost and more complicated service makes 

it difficult to introduce devices everywhere; the 

solution to the problem can be state subsidiza-

tion of projects to modernize power facilities. 

A large number of tests will reduce the risks of 

malfunctions. 

Threats: 

T1. Lack of demand for technology. 

T2. Emergence of emergencies due to errors in 

the algorithm. 

 

The threats to the project are related to temporary 

difficulties. Lack of demand is prevented by con-

tinuous improvement of the grid inverter control 

algorithm. Competent staff support will reduce 

the possibility of malfunction. 

To implement this project requires financial and 

labor costs of staff, which is a deterrent to the 

implementation of the development. 
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The following conclusions can be drawn from the SWOT analysis: The study 

has a significant number of strengths. The grid inverter control system is able to 

improve the inertia properties of power systems, as well as reduce the negative im-

pact on the environment. There are also some disadvantages, which can be solved 

with labor and financial resources. 

Project initiation 

A group of initiation processes consists of processes that are performed to 

define a new project or a new phase of an existing project. The initiation processes 

define the initial goals and content and capture the initial financial resources. The 

internal and external stakeholders of the project that will interact with and influence 

the overall outcome of the research project are identified. This information is cap-

tured in the Project Charter.  

The Project Charter documents the business needs, the current understanding 

of the needs of the project customer, and the new product, service, or outcome to be 

created. 

This section provides information about the project stakeholders, the hierar-

chy of project goals, and the criteria for achieving the goals. This information is 

presented in Tables 4.8 and 4.9. 

Table 4.8 – Project stakeholders 

Project stakeholders Stakeholder expectations 

Power grid companies, enterprises and 

private consumers 

Improving the reliability and stability 

of power systems and power quality, 

Companies manufacturing and selling 

batteries, power electronics and invert-

ers 

Expansion of the range of goods of-
fered, increase in demand 

Project developer Self-fulfillment in the electric power 

industry 
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Table 4.9 – Project goals and results 

Project goals: 

Development of a power inverter control algo-

rithm to simulate the behavior of a synchronous 
machine in the area of inertial properties and fre-

quency control. 

Expected project results: 

Improving the inertia properties of power systems, 
improving their dynamic properties through the 

participation of renewable energy facilities in fre-

quency regulation. 

Acceptance criteria for the 
result of the project: 

The workability of development, safety, cost-ef-
fectiveness, environmental friendliness 

 

Requirements for the result 

of the project: 

Requirements: 

Workability 

Safety 

Economy 

Eco-friendliness 

 

At this stage of the work the following questions are solved: who will be in 

the working group of this project, the roles of each of the participants and their la-

bor costs in the project are determined. This information is shown in Table 4.10.  

Table 4.10 – Project working group 

№ 

 

Full name, 

main 

place of 
work, posi-

tion 

Role in the project Functions Labor 

costs, 

hours. 

1 A.A. Suvo-

rov, 

TPU, Associ-
ate Professor Project expert 

Responsible for the imple-

mentation of the project 

within the specified resource 
limits, coordinates the activi-

ties of the project partici-

pants. 

104 
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Table 4.10 (continued) 

2 L.Y. 
Spitsyna, 

TPU, Associ-

ate Professor 

Project financial 
management expert 

Responsible for supervising 
the Financial Management 

section of the project 

40 

3 O.A. Antone-

vich. 

TPU, Associ-
ate Professor 

Project expert on 

social responsibility 

Responsible for supervising 

the "Social Responsibility" 

section of the project 

16 

4 B.D. Mal-

yuta, 

TPU, student 

Project performer Specialist, who performs 

some works under the project 

928 

Total: 1088 

 

Project constraints are all factors that may serve to limit the degree of free-

dom of the project team members, as well as "project boundaries" - the parameters 

of the project or its product, which will not be implemented as part of this project. 

Table 4.11 – Limitations of the project 

Factor Limitations/assumptions 

Project budget Not more than 500 000 rubles. 

Financing source TPU 

Project timeline 1.09.2022-1.06.2023 

Date project management plan 

is approved 

10.01.2022 

Project completion date 30.05.2023 

Other restrictions and 

assumptions 

- 
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Science and technology management planning 

A group of planning processes consists of processes performed to determine 

the overall content of work, clarify goals, and develop a sequence of activities re-

quired to achieve these goals. 

When organizing a project, it is necessary to optimally plan the timing of the 

work. Table 4.12 identifies the key events of the project, their dates and results. 

Table 4.12 – Project control events 

№ 
Controlling event Date 

Result (confirming 

document) 

1 Development of the terms of 
reference 

10.01.2023 Job form 

2 Choice of design direction 17.01.2023 Report 

3 Development of the schedule 31.01.2023 Timetable 

4 Theoretical research 10.02.2023 Report 

5 Solution development 15.03.2023 
Graphs, calculations 

6 
Process modeling 

21.04.2023 Research report 

7 Formalization of the explana-
tory note 

30.05.2023 Explanatory note 

 

At this stage, a complete list of work to be carried out, their performers are 

determined and the optimal duration. 

The result of work planning is a calendar plan, presented in Table 4.13, where 

the executors: S - supervisor, PE - Project Executor (student), E by FM - project 

expert on financial management, and E by SR - project expert on social responsibil-

ity. 
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Table 4.13 – Project calendar 

 
№ 

 

Title 

Duration, 
days 

Starting 
date 

Completion 

date Performers 

1 

Drawing up and ap-

proval of the terms of 
reference 

4 09.01.2023 12.01.2023 S 

2 
Selection and study of 

materials on the topic 
11 13.01.2023 24.01.2023 PE 

3 
Development of the 

schedule 
4 25.01.2023 29.02.2023 S 

4 
Description of the topic 

relevance 
2 31.01.2023 02.02.2023 PE 

5 
Research of existing 

implementations 
2 03.02.2023 05.02.2023 PE 

6 
Mathematical modeling 

of the selected algorithm 
7 06.02.2023 13.02.2023 PE 

7 

Linearization of the 

model and study of it in 

the state space and 
through modal analysis 

in the Matlab Simulink 

software package 

19 
 

14.02.2023 
 

03.03.2023 
PE 

8 

Transfer of the model 

into the PSCAD soft-

ware package 

15 
 

04.03.2023 

 

18.03.2023 

 

PE 

9 

Investigation of the 
model within the frame-

work of the two-ma-

chine system problem 

10 
 

19.03.2023 

 

29.03.2023 

 

PE 

 

 



75 

 

Table 4.14 (continued) 

 

10 

Porting of this 

model to the RTDS 
software-hardware 

system 

20 
 

30.03.2023 

 

19.04.2023 

 

PE 

11 

Research of the 
model as a part of 

the real part of the 

Irkutsk power sys-
tem 

3 
 

20.04.2023 

 

22.04.2023 
PE 

12 
Evaluation of 

research results 5 29.04.2023 03.05.2023 S 

13 

Evaluation of the 

economic efficiency 

of the investigated 
technolo-

gyисследуемой 

технологии 

13 04.05.2023 17.05.2023 
PE, E by 

FM 

14 

Consideration of so-

cial responsibility 
issues 

5 18.05.2023 23.05.2023 
PE, E by 

SR 

15 
Drafting an 

explanatory note 
16 17.05.2023 28.05.2023 PE 

 

The Gantt chart allows you to graphically display the sequence and timing of 

each stage of the SRC, it is a calendar schedule of works with a breakdown by 

months and decades. 

According to the diagram, the duration of work in calendar days of the project 

manager is 13 days, the executor of the project (student) 116 days, the project expert 

on financial management 5 days, and the project expert on social responsibility 2 

days. 

In order to determine the budget for the project, the following cost items must 

be considered: 
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 Figure 30 – Gantt chart 

1) Research software; 

2) Material resources; 

3) Working group salaries; 

4) Additional salaries of the working group; 

5) Contributions to non-budgetary funds; 

6) Overhead costs. 

The item basic salary includes the salaries of the employees directly involved 

in the study: the head and the engineer. Salary costs are determined depending on 

the labor intensity of the work performed, calculated earlier, as well as the current 

system of salaries and tariff rates, for each performer. Also included in the basic 

salary is a bonus, which must be paid each month from the wage fund in the amount 

of 20-30% of the tariff or salary. 
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The item includes the basic salary of employees directly engaged in the im-

plementation of STI, (including bonuses, additional payments), as well as additional 

wages: 

                                                         𝐶зп =  Зосн + Здоп                                                 (4.2) 

where Зосн – basic salary, Здоп – extra pay (12-20 % от Зосн).  

The basic salary (Зосн) is calculated by the following formula (as an example 

of calculating the salary of a project performer (student): 

Зосн = Здн  ⋅  𝑇раб = 973,898 ⋅  109 =  106154.915 rub  

where  𝑇раб  –  duration of work performed by the scientific-tech-

nical worker, working days; Здн – average daily wage of an employee, rubles. 

The average daily wage is calculated by the formula, rubles: 

                                  Здн =
Зм ∙ М

𝐹д
=
22100 ∙ 10,4

236
= 973.898 rub.                    (4.3) 

where Зм – employee's monthly salary, rubles; М – number of months of work 

without leave during the year: with 48 working days leave - M = 10.4 months, 6-day 

week; 𝐹д – actual annual fund of working time of scientific and technical personnel, 

working days. (Table 4.14). 

         Зм = Зб  ⋅ (𝑘пр+ 𝑘д) ∙ 𝑘р = Зб ∙ 𝑘р = 17000 ⋅  1.3 = 22100 rub.       (4.4) 

where Зб – base salary, rubles.; 𝑘пр – bonus factor; 𝑘д – coefficient of sur-

charges and bonuses;  𝑘р – regional coefficient of 1.3 (for Tomsk). 

Table 4.14 – Balance of working time 

Working time indicators Project expert Project 

Performer 
(student) 

Project 

expert 
on FM 

Project 

expert 
on SO 

Calendar number of days 365 365 365 365 

Number of non-working days: 

- weekends and holidays 
67 67 67 67 

Loss of work time: 
- Vacation and sick leave 

62 62 62 62 

Actual annual working time 

fund 

236 236 236 236 
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The calculation of basic wages is shown in Table 4.15. 

Table 4.15 – Calculation of the basic salary 

Executors Зб, rub. 𝑘р Зм, rub. Здн, rub. 𝑇раб, 

working 
days 

Зосн, rub. 

Supervisor 36800 1.3 47840 3149 13 58173 

Project 

financial 
management 

expert 

21760 1.3 28288 1862 116 192977 

Project ex-
pert on social 

responsibil-

ity 

36800 1.3 47840 3149 5 15745 

Project 

performer 

36800 1.3 47840 3149 2 6298 

Total: 273192 

 

This item includes the amount of payments stipulated by labor legislation, 

such as: vacation pay, seniority pay, deviations from normal working conditions, 

etc. 

Additional wages are calculated according to the formula: 

                                                          Здоп = Зосн ⋅  𝑘доп                                                 (4.5) 

where 𝑘доп – coefficient of additional wages (at the design stage it is taken 

equal to 0.10÷0.15). 

For the project manager: Здоп = Зосн ⋅  𝑘доп = 58173 ⋅ 0.15 = 8726 rub.   

For the project executor (student): Здоп = 192977 ⋅ 0.15 = 28947 rub.  

For the FM project expert: Здоп = 15745 ⋅ 0.15 = 2362 rub. 

For the SR project expert: Здоп = 6298 ⋅  0,15 =  945 rub.   

Table 4.16 shows a form for calculating basic and additional wages. 
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Table 4.16 – Salaries of STI performers 

Salaries Supervisor Project 
Performer 

(student) 

Project 
expert on 

FM 

Project 
expert on 

SO 

Basic salary, 

rubles. 

58173 192977 15745 6298 

Additional salary, 

rubles. 

8726 28947 2362 945 

Total salary, 
rubles. 

66899 221924 18107 7243 

Total for the item 
𝐶зп,rub. 

314173 

 

The item includes deductions to non-budgetary funds. The amount of deduc-

tions to non-budgetary funds is determined based on the following formula: 

                                              𝐶внеб = 𝑘внеб  ∙ (Зосн + Здоп)                                         (4.6) 

where 𝑘внеб – coefficient of deductions to non-budgetary funds (pension fund, 

compulsory health insurance fund, social insurance fund). 

Contributions to non-budgetary funds are presented in Table 4.17. 

Table 4.17 – Contributions to non-budgetary funds 

Executors 
Basic salary, 

rubles. 

Additional salary, 

rubles. 

Supervisor 58173 8726 

Project performer 192977 28947 

Project financial management 

expert 

15745 2362 

Project expert on social responsi-

bility 

6298 945 

Coefficient of deductions to non-
budgetary funds 

0.3 

Contributions to non-budgetary funds 

Supervisor 20070 

Project performer 66577 
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Table 4.17 (Continued) 

Project financial management 

expert 

5432 

Project expert on social responsi-

bility 

2173 

Total for the item Свнеб 94252 

 

The cost of material costs for other expenses is calculated according to current 

price lists or contractual prices. The same item includes the cost of registration of 

documentation. The results of this item are presented in Table 4.18. 

Table 4.18 – Raw materials, materials, components and purchased materials 

Product name 
Unit of 

measure 
Quantity 

Price per 

unit, 
rub. 

Costs of materials, (Зм), 

rub. 

Stationery pcs. 1 650 650 

Printing paper unit. 1 282 282 

96 sheet notebook pcs. 1 80 80 

Summary 𝐶пр: 1012 

 

Costs of the organization: printing and copies of research materials, payment 

for electricity, payments for communication and Internet services, etc., - not in-

cluded in the previous items of expenditure, are overhead costs. Their size is deter-

mined by the following formula (𝑘нр  – coefficient that takes into account overhead 

costs, adopted 15%): 

                                                   𝐶накл = 𝑘накл(Зосн + Здоп)                                   (4.7) 

For the supervisor: 

Cнакл.руководителя = kнакл(Зосн + Здоп) = 0.15(66899) = 10034.9 rub 

For the project performer (student): 

Cнакл.исполнителя = kнакл(Зосн + Здоп) = 0.15(221924) = 33288.6 rub 

For the FM project expert: 

Cнакл.экс.  по ФМ = kнакл(Зосн + Здоп) = 0.15(18107) = 2716 rub 
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For the SR project expert: 

Cнакл.экс.  по СО = kнакл(Зосн + Здоп) = 0.15(7243) = 1086.5 rub 

Summary:   

Cнакл = Cнакл.руководителя + Cнакл.исполнителя + Cнакл.экс.  по ФМ+ Cнакл.экс.  по СО

= 10034.9 + 33288.6 + 2716 + 1086.5 = 47126 rub 

This section includes costs associated with the purchase of special equipment, 

which is necessary for work on this topic, namely devices, devices and mechanisms, 

control and measuring equipment, etc. The cost of special equipment in some cases 

is taken at the contractual price or at current price lists. The costs calculated in this 

section are recorded in Table 4.18. 

Since this equipment is used for a long time, it is necessary to consider the 

cost of depreciation for this equipment: 

                                                      А𝑖 =
𝑆 ⋅ 𝑁

𝐻 ⋅ 365
                                                              (4.8) 

where Аi – amortization charge; S – hardware and software costs. N – num-

ber of days of use in the design. Н – the expected service life of the equipment and 

software. 

Calculation of depreciation rates, the results are presented in Table 4.19: 

Table 4.19 – Amortization of equipment and software systems 

№  Name of equipment 
Quantity of 
equipment, 

units. 

Cost per unit 
of equipment, 

rubles. 

Amortization, 

rub. 

1 Personal computer 1 56000 4347 

2 
Software license 

Microsoft Office 
1 3400 264 

Total 4611 

 

Thus, based on the data presented in Table 4.19, the depreciation deductions 

for equipment and software systems amounted to 4067.6 rubles. 

Based on the obtained data on individual cost items, a calculation of the 

planned cost of STI is made. The full cost estimate is given in Table 4.20. 
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Table 4.20 – Full cost estimates 

Name of the article Costs, rubles. 

1. Basic salaries 273192 

2. Contributions to non-budgetary 

funds 

94252 

3. Other costs 1012 

4. Overhead costs 47126 

5. Amortization 4611 

Project budget 420193 

 

Thus, in this section, a technical and economic study was carried out:  

- the structure of the work and on its basis the calculations of the research 

work complexity and its budget were made;  

- the budget of research work costs was calculated, which amounted to 420193 

rubles.  

The assessment of the comparative effectiveness of the study is based on de-

termining the integral index of resource efficiency, which has the following form: 

                                                        𝐼 р𝑖 =∑𝑎𝑖 ∙ 𝑏𝑖                                                        (4.9) 

where Ipi – integral resource efficiency indicator;  ai – importance coefficient 

of the i-th parameter;  bi – is the ball rating of the i-th parameter, which is set by the 

expert method on the selected evaluation scale.  

The calculation of the integral resource efficiency indicator is presented in 

Table 4.21. 

Table 4.21 – Comparative evaluation of project characteristics 

Criteria Importance factor Development score 

1. Safety 0,25 5 

2. Reliability 0,15 4 

3. Usability 0,20 3 

4. Estimated service life 0,15 4 

5. Energy efficiency 0,25 5 

Total 1,00  
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Integral resource efficiency indicator for the research project under develop-

ment: 

𝐼р𝑖 = 0.25 ∙ 5 + 0.25 ∙ 5 + 0.20 ∙ 4 + 0.15 ∙ 4 + 0.15 ∙ 3 = 4.35; 

Thus, the integral index of resource efficiency was 4.35 out of a possible 5, 

indicating the effectiveness of the technical project. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


