TpyZoB. Bknan negarora u HacTaBHUKA B JI€J10 00pa30BaHMs, HAyKy, BOCIIHTA-
HUE HEOILICHUM, TaK KaK JOCTOMH HE TOJHKO YBAXKCHUS, HO U U3YUYEHUS, UC-
MOJIb30BaHUE meaarorundeckoro omnbita Hukonas AnexkcanapoBuua B COBpe-
MEHHBIX YCJIOBHUSX BBICIIETO 00pa3oBanus. Ha METOA0IOrM4ecKuX ceMuHapax
U TNPAKTUYECKUX 3aHATUSX, MPOBOJUMBIX CO CTYJICHTAMU U acCIUpaHTaMH,
MMEET CMBICII U3y4YaTh HACJIEANE YUEHOTO U TPYJIOB €r0 YUEHHKOB.
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Problem of cheating with neural networks in language learning

This study explores the performance of commercially available large language models
in common language learning tasks. Structure and working principles of neural networks
were considered to hypothesize which tasks would perform better. Experiments were
conducted to verify the assumptions. Several variants of task adaptations were compared in
tests to discover the most resistant to cheating.

Keywords: language learning; cheating; large language models; task evaluation; task
adaptation
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Over the course of the previous year, large language models (LLMs), a
specific category of neural networks, have been receiving an immense amount of
attention. This burgeoning interest can be attributed in part to numerous advances
in language modeling, which have notably empowered these models to achieve a
level of text comprehension that closely resembles human understanding.
However, arguably the most pivotal factor driving widespread public interest in
this domain has been the emergence of commercial-grade services, offering the
capabilities of such models in a chat bot format. This development has effectively
facilitated nearly unrestricted usage of LLMs in a wide array of natural language
processing applications, including, regrettably, their exploitation for illicit
purposes such as cheating in language learning exercises.

This work aims to explore capabilities of commercially available LLMs
in regards to cheating in various language learning tasks. Therefore, following
tasks were put forward:

— Explore working principles of LLMs;

— ldentify how susceptible different types of exercises are to being solved
by LLMs;

— Explore ways of mitigating cheating perpetrated with use of LLMs.

Modern LLMs fundamentally solve language modeling tasks. In essence,
text generation by such neural networks is an exercise in building a conditional
probability distribution over entire dictionary. In other words, model just
estimates how likely each word is to be the continuation of the sentence, given
certain words as the context. There were countless developments in the
mechanism of identifying context: from considering all other words in a
sequence as context to only considering part of earlier encountered words. Yet
all of them work with the proximity of context words to the predicted one.
Therefore, LLMSs do not inherently possess any capability for reason or logic,
as they do not exercise any reasoning in tracking contextual relations of words.

The probability of each word being the continuation of generated text is
computed with attention [4] mechanism. This mechanism learns how different
words correlate with each other in training dataset of text. Key factor in this
process is the virtually unlimited capability to track similarity between word
even across vast distances, unlike earlier approaches to language modelling,
namely recurrent neural networks with gated recurrent units or long short-term
memory. Although, every real application of LLM has a practical limit of this
trackability. Even the oldest relevant model — the transformer in its 2017
conception has a theoretical limit of up to 2000 words [4], likely significantly
lower in practice. Whenever generated text exceeds maximum length of
sequence, a phenomenon known as catastrophic forgetting [2] occurs,
characterized by inability of the model to accurately judge the next word in
sequence based on earlier outputs. This manifests in a long illogical generated
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text, usually with references to nonexistent statements. Even though modern
LLMs are known for resolving catastrophic forgetting by significantly
increasing the word limit over earlier neural networks, they still are susceptible
to this phenomenon by their design.

After the pretraining process that aims to build probabilistic language
model is finished, commercially available model usually undergoes additional
conditioning and fine-tuning. Services that mimic chat bots will be trained on
additional data — actual chat-like messages. Other types of fine-tuning include
additional training on data from a specific field in order to from actual expertise
in LLM. This step is majorly responsible for any semblance of formal logic or
consciousness that LLM might appear to possess. Usually, this results in a
model that functions on a query-response principle.

To evaluate the performance of LLMs in language learning exercises it is
necessary to consider these exercises from the perspective of model. Therefore,
two large groups of exercises can be identified: fill in the gap and sequence
generating exercises.

Fill in the gap types of exercises are straightforward for LLMs and can be
expected to be solved very accurately. After all, prediction of a word based on
its context is the very working principle of language models. It is possible that
vocabulary type of exercises of this kind are more prone to errors. However
commercially available chat-like LLMs are fundamentally capable of ingesting
target vocabulary for a given exercise, increasing the accuracy of prediction.

Sequence generating exercises include the prediction of more words in a
sequence, like a sentence. Such exercises range from completing the sentences
with 2-5 words to essay writing. These types of tasks are more prone to errors
even from the probabilistic standpoint, since subsequent sampling of words from
a conditional probability distribution tend to accumulate inaccuracies.
Furthermore, features of LLMs such as catastrophic forgetting and lack of formal
logic increase the risk of failure in such exercises. Still, generation of short
sentences and sentence parts is expected to be performed flawlessly by LLMs.

It was decided to choose one exercise type from each of the 2 discussed
groups. Common exercises of choosing one word for a gap and essay writing were
chosen as they can be easily generalized. Following experiments were conducted
using commercially available service ChatGPT, which provides a chat-like
interface for state-of-the-art GPT large language models. For the fill in the gap type
of exercise. 20 sentences were constructed with vocabulary roughly matching B1
level of English proficiency and above. From each of these sentences, one word
was intentionally omitted to form the gap. Then those sentences were fed to a
language model with a prompt to fill the gaps in them. The described method
should also work with a cloze type of exercises, but independent sentences with
gaps should provide better variety and difficulty for LLM.
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As expected, the model performed well on these tasks. Even though some
filled words did not match those that authors supposed, all the guesses were
still plausible given limited context and polymorphism of the language.

Sequence generation exercises are more promising in identifying non-
human written text. To conduct the experiment, it is necessary to choose a
specific exercise.

In the realm of artificial intelligence, the selection of an essay as a testing
ground serves as a means to examine the cognitive capabilities of a neural
network. Essays, being rich in thematic content and requiring a profound
understanding of context, demand the network to not only comprehend the topic
at hand but also to dynamically produce relevant and coherent responses. This
presents a unique challenge that can help evaluate the network's adeptness at
contextual comprehension and information synthesis. Furthermore, the act of
crafting an essay transcends mere content generation; it necessitates the logical
structuring of ideas, coherence in thought progression, and the articulation of
compelling narratives. Additionally, it is imperative to acknowledge the temporal
investment involved in the essay-writing process. The arduous nature of this
endeavor underscores the appeal of leveraging neural networks for such tasks, as
they offer the potential to expedite the creation of high-quality compositions.
Thus, it is reasonable to anticipate the eagerness of students to actively
incorporate neural networks into their writing workflows, aiming to streamline
and enhance their essay composition experiences.

It was decided to evaluate the essay according to the criterion of the first
appearance of a logical error. Logical errors often lead to incoherent or ambiguous
writing. Essays that lack logical flow or contain contradictory statements can
confuse and mislead readers. Also, logical errors can signal a lack of
understanding or misinterpretation of the essay's topic. A neural network may
generate sentences or paragraphs that are factually incorrect, fail to address the
main ideas, or reach flawed conclusions. And finally, writing an essay involves
analyzing evidence, reasoning, and critically evaluating arguments. Logical errors
can demonstrate the neural network's incompetence in these areas as well.

To make the assessment clearer, it was decided to use the number of the
sentence in which the logical error first appears. The word number is not
suitable as a criterion, since a logical error in a sentence is not always expressed
in one specific word.

Four series of experiments were conducted, in each of which the neural
network generated an essay with special conditions. In the first series of
experiments, the topic of the essay was asked directly. Perhaps, this is the easiest
of all conditions, so the neural network is expected to handle it best. The second
series, in addition to directly setting the topic, involves a link to an article [1],
information from which the neural network should rely on to write an essay. In
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the third series, there is again a link to the article [3], but this time the topic is not
directly indicated, it is only asked to write an essay on the topic raised by the
author of the article. It is assumed that this condition is the most difficult and the
largest number of errors will be made here. And finally, in the fourth series the
topic of the essay is again set directly, but the word count range increases from
200-250 to 275-300. It is expected that more words will lead to more errors.

Articles for conditions 2 and 3 were selected based on the considerations
that a student with an English level of at least B1 would most often write essays
on similar topics and that these articles would provide a good balance between
complexity and readability.

For each condition, 20 essays were generated by neural network. All of them
were examined manually and the results of testing for logical errors are shown in
the table below (Table 1). The essay number is represented as X.Y, where X is
the number of the series of experiments, and Y is the number of the essay in the
given series. The «sentence» column indicates the number of the sentence in
which the logical error was first encountered. If one is not found, the symbol «-»
Is inserted. If the generated text is not an essay at all, it is set to 0.

Table 1
Raw experiment data
Number | Sentence | Number | Sentence | Number | Sentence | Number | Sentence
1.1 — 2.1 12 3.1 0 4.1 -
1.2 — 2.2 2 3.2 5 4.2 —
1.3 — 2.3 — 3.3 4 4.3 13
1.4 — 2.4 10 34 — 4.4 —
15 4 2.5 8 35 4 45 15
1.6 - 2.6 22 3.6 4 4.6 18
1.7 5 2.7 15 3.7 3 4.7 12
1.8 3 2.8 13 3.8 2 4.8 -
1.9 - 2.9 9 3.9 4 4.9 15
1.10 15 2.10 6 3.10 3 4.10 -
1.11 — 2.11 2 3.11 2 411 9
1.12 3 2.12 5 3.12 6 412 —
1.13 — 2.13 8 3.13 8 4.13 11
1.14 — 2.14 — 3.14 8 4,14 14
1.15 7 2.15 14 3.15 3 4.15 —
1.16 — 2.16 — 3.16 0 4.16 17
1.17 11 2.17 11 3.17 7 417 —
1.18 - 2.18 7 3.18 4 4.18 -
1.19 — 2.19 - 3.19 2 4.19 -
1.20 3 2.20 4 3.20 11 4.20 19
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Next, the data needs to be normalized. To accommodate different
sentence sizes. The «sentence» column is now presented in decimal format
showing the ratio of the number of the sentence in which a logical error was
found to the total number of sentences.

For convenience, it was decided to introduce indexing of sentences
starting from 0, i.e. the first sentence is numbered 0, the second is numbered 1,
etc. If no logical errors are found in the essay, the cell in “sentence” column isS
set to 1. The resulting value can be interpreted as the continuous part of essay
that does not contain logical errors, with the value of 1 meaning that it is
necessary to read the whole essay before encountering first logical mistake.
This will also help distinguish between regular cases and cases where the error
appeared in the last sentence, as well as cases where the error did not appear at
all. The normalized data is represented in Table 2.

Table 2
Normalized experiment data

Number | Sentence | Number | Sentence | Number | Sentence | Number | Sentence
1.1 1.0000 2.1 0.6875 3.1 0.0000 4.1 1.0000
1.2 1.0000 2.2 0.0560 3.2 0.2860 4.2 1.0000
1.3 1.0000 2.3 1.0000 3.3 0.2140 4.3 0.6320
1.4 1.0000 2.4 0.4500 34 1.0000 4.4 1.0000
1.5 0.1875 2.5 0.3680 35 0.2140 4.5 0.9333
1.6 1.0000 2.6 0.8750 3.6 0.2500 4.6 0.9444
1.7 0.2500 2.7 0.7778 3.7 0.1430 4.7 0.6111
1.8 0.1540 2.8 0.6667 3.8 0.0625 4.8 1.0000
1.9 1.0000 2.9 0.4210 3.9 0.2310 4.9 0.8240
1.10 1.0000 2.10 0.2778 3.10 0.1540 4.10 1.0000
1.11 1.0000 211 0.0710 3.11 0.0710 411 0.4000
1.12 0.1333 2.12 0.2500 3.12 0.3125 4,12 1.0000
1.13 1.0000 2.13 0.4375 3.13 0.4375 4.13 0.5556
1.14 1.0000 2.14 1.0000 3.14 0.4667 4.14 0.7222
1.15 0.4290 2.15 0.7650 3.15 0.1250 4.15 1.0000
1.16 1.0000 2.16 1.0000 3.16 0.0000 4.16 0.8420
1.17 0.6250 2.17 0.5260 3.17 0.4290 4.17 1.0000
1.18 1.0000 2.18 0.3750 3.18 0.1875 4.18 1.0000
1.19 1.0000 2.19 1.0000 3.19 0.0777 4.19 1.0000
1.20 0.1540 2.20 0.1766 3.20 0.6667 4.20 0.9000

In order to clearly show in which cases the neural network performed
better and in which it did worse, it is necessary to calculate the arithmetic mean
value of the «sentence» column as well as its standard deviation in each
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experiment series. First logical error position can be considered a random
variable, because text generation by neural network is basically a sampling
from a conditional probability distribution, where presence of each word is a
random event.

Table 3
Experiment summary
Series Arithmetic mean value Standard deviation
1 0.7466 0.3691
2 0.5591 0.3184
3 0.2664 0.2423
4 0.8682 0.1846

Arithmetic mean value shows the approximate accuracy of generated
text, the higher the value, the better the model operates. The value of the
standard deviation is related to how accurately the arithmetic mean value is
determined, but does not indicate the accuracy itself. Basically, the lower
the standard deviation, the greater the chance that the arithmetic mean is
close to true mean.

Based on the data obtained, it safely can be said that the generation of
essays with a direct specification of the topic, as expected, is more accurate
than the generation with an indirect specification. Moreover, essays written
with a determined topic were more coherent than the ones based on the article.
Judging by the value of the standard deviation, the experiment with an increase
in the number of words has the most accurate value of the arithmetic mean.
Presumably, this may be due to the fact that logical errors for the most part
occurred only in the second half of the generated text and were located closer
to the average value.

In conclusion, it was identified that the essay writing is the least susceptible
to cheating with language models exercise. Still, it is advisable to adapt these
exercises by indirectly indicating the topic of essay, for example, by referencing
some article as a source of arguments or the whole topic. This kind of adaptation
leads to the least logically coherent result when generated by neural network
while keeping the task engaging for honest students. Furthermore, increasing
the number of words in essays is not advisable, as this action does not hamper
cheating while also negatively impacting genuinely written works. On the other
hand, shorter exercises with a single generated word proved to be the most
vulnerable to cheating with no obvious ways to counteract LLM agent. Due to
the discussed architectural features and trends of contemporary LLMs, this
result is unlikely to change in the foreseeable future.
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T.A. Kunesa
Cesepckuti mexHon02U4eCcKul UHCMUmym
Hayuonanvrnozo uccnedosamenvckoeo soeprnoco yHusepcumema « MU DUy

IIcuxoJioro-negarornyeckue acneKTbl 00y4eHusi HHOCTPAHHOMY SA3BIKY
B TEXHHYECKOM BYy3e

B cratbe paccMaTpuBarOTCs TICHXOJIOTO-TIEAArOrMUYE€CKUE acleKThl OOYUYEeHHS HMHO-
CTPaHHOMY SI3BIKY B TEXHHUECKOM By3e. OO0CYXIat0TCsl TPOOIeMBbI, C KOTOPBIMH CTaJTKUBA-
I0TCS CTYAICHTHI U MPENoJIaBaTeNd B y4eOHOM TIpoIecce, U MpeaaraloTcs MyTH UX peliie-
Hus. OOOCHOBBIBAaETCSI HEOOXOJMMOCTh IIOMCKA PEJIEBAHTHBIX METOJ0B O0O0Yy4eHHUS
B YCJIOBHSIX Y3KOMPO(MUIEHOTO TEXHUYECKOTO BY3a.

KitoueBbie cioBa: kauecTBO 00y4eHHUS; Y3KOMPOMUIBHBINA BY3; HHOCTPAHHBIN SI3BIK
B TEXHUYECKOM BY3€; CTPYKTYPHO-JIOTHYECKHE CXEMBI; I03HABATEIbHBIE MPOIECCHI.

Heo6xoammocTh yCOBEPIICHCTBOBAHUS B TEXHHUECKUX BYy3aX SI3BIKOBOM
MOATOTOBKHU 00YCIIOBIIEHO MPO(ECCHOHAIBHBIMU CTaHIAPTAMHU I OYTyIINX
WHXXEHEPOB KaK YCJIOBHE WX KOHKYPEHTOCIOCOOHOCTH. KoMIeTeHTHOCTHas
MOJIeNIb TpeOyeT TOTOBHOCTH BBIITYCKHUKOB OakajiaBpuaTa UCIOIh30BaTh MO-
Jy4YEHHbIE YMEHHS U HaBBIKU B MpodeccruonanbHoit cepe. Hayuno-uccneno-
BaTeJIbCKas JCATEILHOCTh, KaK YUallIUXCs MarucTpaTyphl, Tak U aClIUPAHTOB,
TaKXe MO0JIpa3yMeBAET BHICOKUI YPOBEHb 3HAHUS HHOCTPAHHOIO SI3bIKA.
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