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Abstract. Modern scientific experiments involve the prodgcof huge volumes of data that
requires new approaches in data processing aragstof hese data themselves, as well as their
processing and storage, are accompanied by a Valaabount of additional information,
called metadata, distributed over multiple inforimaal systems and repositories, and having a
complicated, heterogeneous structure. Gatherirgptheetadata for experiments in the field of
high energy nuclear physics (HENP) is a complexdsgequiring the quest for solutions
outside the box. One of the tasks is to integradéadata from different repositories into some
kind of a central storage. During the integrationgess, metadata taken from original source
repositories go through several processing stepstadata aggregation, transformation
according to the current data model and loading the general storage in a standardized form.
The R&D project of ATLAS experiment on LHC, Data éledge Base, is aimed to provide
fast and easy access to significant informationuaddHC experiments for the scientific
community. The data integration subsystem, beingeldped for the DKB project, can be
represented as a number of particular pipelineanging data flow from data sources to the
main DKB storage. The data transformation processesented by a single pipeline, can be
considered as a number of successive data trarefiormsteps, where each step is
implemented as an individual program module. Thigla outlines the specifics of program
modules, used in the dataflow, and describes omleeofnodules developed and integrated into
the data integration subsystem of DKB.

1. Introduction
Modern high energy nuclear physics (HENP) experimesuch as those at Large Hadron Collider
(LHC) [1] facilities, produce huge volumes of mé@téormation about the experiment inner processes
and the project as a whole. This information igedoin different metadata storages, which exist
autonomously. It makes the gathering and intemtigkof HENP experiments metadata a complex
issue. In some cases, when it is heeded to repequhevious experiments results, due to the autonomy
of information systems, scientists have to perfegarch through heterogeneous data sources td get al
the required information about previous researdyesand, because there are no automatic tools for
this task [2].

The Data Knowledge Base R&D project [3] was ingdtoy ATLAS [4] experiment on LHC to
solve this issue and provide fast and easy acoesgriificant information about LHC experiments for
scientific community.
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2. Semantic Web usage

According to the main goal of DKB, the authors ded to choose a set of Semantic Web [5, 6]
standards for presenting knowledges about sciemifperiments. These standards allow one to create
a plausible and flexible structure which represeatitthe objects in the subject field as well asirth
interconnections. Using the ontological approabk, duthors created an open model of the domain,
represented as a semantic web. As opposed tooredhtilatabases which are designed to work only
with homogeneous data, knowledge bases using timau8& Web approach are capable of storing
and querying heterogeneous data and metadata [6].

A general method of information modeling in Semamieb is Resource Description Framework
(RDF). It states that any concept of informatia@idishould be described in a form of triples (sobje
predicate—object statements), containing inforrmabtb objects and their relationships, but does not
define the exact data format to store these tripleshost the central RDF repository of DKB, the
Virtuoso Universal Server was chosen because &S processing capabilities.

For the automatic data integration, several dataffmpelines were developed for different
metadata sources, implementing extraction of tha éf@m the source and applying the required
analysis and transformation steps to them. Thepelipés [7] essentially provide possibility to
organize message-based stream processing for aaiag:from different sources, minimizing delay
between events ‘data extracted from the source’datd loaded to the final storage’ [8, 9].

The final step, common for every pipeline from aiginal source to the DKB RDF storage, is to
load results to the Virtuoso. But right before tbiage there must be one more step (this time —
individual for every pipeline) to prepare data the upload. This step by implication is a data
converter that transforms data from some interip@lime format into the RDF one.

The metadata sources can contain different typedlabd: structured, semi-structured, quasi-
structured and unstructured [3]. A substantial mdrHENP experiments metadata belongs to the
unstructured type. However, there are no automatits for unstructured metadata conversion, as
there is no universal rule fitting all possible wsses. Thus, for every case the converter steplmus
developed individually, addressing the specifics tioé original data and implementing set of
transformation rules for this particular case. Thierk is dedicated to the development of this
converter step for one of the DKB dataflow pipedine

From the variety of the supported by Virtuoso RDFRats, the Turtle syntax was chosen as the
shortest and simplest way to describe objects lagid properties. The main goal of the development
was to implement a data converter for the givenaase and to fill the Virtuoso storage with data fo
the follow-up tests and development, and this fartoaked the best choice — as it allowed one to
implement the data conversion in the most straoghiéird and understood way. However, having
some use cases for this type of transformation hesd(and foreseeing even more of them), the
authors also looked around for the way to createesmore universal converter that would help us to
avoid implementation of individual converter foregy pipeline in the future work. Thus, the authors
also looked on the other, more complicated RDF &smOne of them, JSON-LD (JSON for Linked
Data), provides a possibility to describe data s@halong with JSON data or by referencing the
description, stored as a separate Web resourcee Sime inner dataflow pipeline format for
transitional data is JSON, it looks very promisingerms of unification. Using JSON-LD one would
be able to describe the general mapping of JSON, kesed in the transitional data, on the ontology
objects and properties, and then upload JSON dedatlgl, without additional transformation step.
However, it would also impose additional restrinimn the modules producing data for conversion —
at least, with the fixed set of conventional kegsthe output data — and require extra work to adap
existing modules to fit them. For the given taswduld be an irrelevant sophistication, but wheis it
decided that the Semantic Web approach proved ftaethe DKB project, this more universal way
for JSON to Turtle data conversion will be consagefor the implementation.

3. Data processing pipeline
In the metadata integration process, each soupmsitery can be linked to its own pipeline for data
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processing. Raw data from different storages ofezuire several steps before they are read
uploading to the final storage. The schematic vaéwne of such pipelines is presented in the figur:
CERN Document Server (CDS10] contains public results of experiments in PDedil The PDI
content analyzer (Stage 3.0), processing the thkemCDS document, produces output data in J¢
format. Thelast step in this chain (Stage 6.0) expects inpi éh the form of Turtle statements
upload them to the Virtuoso storage. Thus, the Between them (code name: Stage 5.4) was rec
to transform the output of Stage 3.0 into a Tudhenat accoring to the general data sche
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Figure 1. DKB Dataflow pipeline scheme.

The main task for the conversion module was taseapping of the given JSON structure to
ontology objects and their properties, and thegewerate Turtle statemensemantically equivalel
to the input data, according to this mapping. AB® all the data transformation modules, devel
for DKB integration subsystem, must obey a commemnos$ rules, shortly addressed as a ‘strear
mode’ of the program. These rs were formulated so that any set of modules, stipgothe
streaming mode, could be joined into a pine by a supervising applicatidhat takes care of da
transfer and guarantees exaailyce message delivery between mod

In the streaming modéh)e program shoul

e consume input data from the STD

» send output data to the STDOL

» send log messages to the STDE

* process one input message at a

» separate input and output messages with commonrens

» support common flow control specificationamely, inform the supervising progr when a

consumed input message is fully processed and digielle is waiting for aother one);

» operate in the infinite loop, waiting for input nsages
To simplify the development process for dataflowdmes, a commc library providing a standard
implementation of input/output machinery was depelbfor Python languag

4. Evaluation
The developed module was tested on real data ssmpleduced by analyzing 200 papers from (
at Stage 3.0.
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After processing these samples at Stage 5.4, 4002 sfatements were obtained in total. The
average time of producing single TTL statement.30®ms, with standard deviation 0.02ms. As
source data (PDF documents) widely vary in volumé aomplexity, the corresponding amount of
metadata extracted at Stage 3.0 also varies franplsato sample. Because of these, the average
processing time of single input message at Stagy€052ms) is less indicative; the time varies from
0.04ms to 5ms, depending heavily on the volumé&efinput data (which transforms to the number of
produced TTL statements).

These results show that comparing to the otherestag this processing pipeline, Stage 5.4 has
almost no influence on the overall processing tiateStage 3.0 (the most time-consuming stage),
average processing time is about 1 min, but iniqudar cases, it took up to 30 min for the givehafe
documents. So, the contribution of Stage 5.4 twtlezall processing time is less than 0.0001%.

All tests were done using compute node with follogvtharacteristics:

* 48 GB RAM,;
e 2 CPU(8 hyper-threading cores, 2.4 GHz).

5. Conclusion
The ETL modules for DKB can be developed indivitigasharing only the input/output data and
obeying a common set of rules. The module for dataversion from JSON to Turtle was developed
following this paradigm and was successfully intégd into the automated dataflow pipeline from
CDS to Virtuoso, allowing one to fill the RDF stgewith data in an automatic way and go on with
the work on the technology evaluation and concéitghitecture verification and improvement.
Despite the fact that the data conversion was imeided in the simplest possible way, appropriate
only for the given use case, there is also a wayhi® unification of this kind of tasks. The apprba
with the JSON-LD format looks promising, and it Moe implemented when needed for the further
development of the DKB project [11].
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