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TEXHUYECKOE 3AIAHUE:

Hcxoanble JaHHBIE K paﬁoTe

(naumenosanue 00vekmMa UCCACO0BANUA UTU NPOEKMUPOBAHUS,

NPoOU3BOOUMENbHOCIb WU HASPY3KA,  PedcuM  pabombl

(HenpepbisHbLI, NePUOOUUECKUL, YUKTUYECKUT U M. O.);

OOBekT  wuccienoBaHWss —  4aT-00T  C
MO/JICP>KKOM 3alpOCOB HA E€CTECTBEHHOM (PYCCKOM)
s3pike.  KpoccruaropmeHHblii  4aT-00T — JOJDKEH
(GyHKIMOHHPOBATH B pexuMe 24/7, ¢ BO3MOKHOCTBIO
00y4eHHUs1 Ha OCHOBAHUU J1aTaCEeTOB.

The object of research is a chat bot with
support for requests in the natural (Russian) language.
Cross-platform chatbot should function 24/7, with the

possibility of training based on datasets.

Hepeqeﬂb nmoaJicikalmx uCCJiecI0BaHu1o,

NPOEKTHPOBAHUIO u pa3paborke

BOIIPOCOB

(aua/lumultecmu? 0630p no JaumepamypHoiM UCMOYHUKAM C
Yenivblo 6blACHeHUs docmudicenutl MMpO@OIZ HayKu mexHuxku 6

pacc/wampueae,fwoz? oﬁﬂacmu; nocmaHoexka 3adauu

ucczledoeauuﬂ, NPOEKmMuposanusi, KOHCMPpYUpo 6anusl;

cooepoicanue  npoyedypsvl  UCCIe006AHUS, NPOEKMUPOBAHUS,

KOHCMPYUpoeanus, o0cysicoenie pe3ynbmamos 6binoIHeHHOU
HAUMeHOBaHUe OONONHUMENLHBIX

pabomul; pazoenos,

noonesicawjux paspadomxe; 3aknoueHue no pabome).

1. AHanu3 CyLIeCTBYIOIIMX PEHIeHUH Ha pbIHKE 4Yar-
60TOB

2. PaccMoTpeTh pa3iuuHbIC THITBI YaT-00TOB

3. TIpoanamm3upoBaTh HHCTPYMEHTHI, OMONMOTEKH W
MOJIEIM MAIIUHHOTO OOydYeHHs Ui pa3paboTKH
yaT-00Ta C  TMOJJEPKKOW  3ampocoB  Ha
€CTECTBEHHOM SI3bIKE.

4. BpimoaHUTh cOOp, ONMHMCAHWE W aHAIU3 MCXOIHBIX
JAaHHBIX ¥ TpeOoBaHM K (PYHKIIMOHAIBHBIM
BO3MOXKHOCTSIM 4aT 60Ta.

5. Pa3zpabGortath MoOmynbp o0OpaOOTKM 3ampocoB U
MOJyJIb OTBETOB HA €CTECTBEHHOM (PYCCKOM)
A3BIKE.

6. IlpoBecTtun yaT-00Ta,

TECTUPOBAHUC caciiaThb

BBIBOJBI O pa60Te.

1. Analysis of existing solutions in the chatbot market.

2. Consider the different types of chat bots

3. To analyze tools, libraries and machine learning
models for developing a chat bot supporting queries
in natural language.

4. Collect, describe and analyze the source data and
requirements for the functionality of the chat bot.

5. To develop a request processing module and a




response module in a natural (Russian) language.

6. Conduct a chatbot test, make conclusions about the

work

Ilepeyennb rpaguyeckoro Mmarepuajia
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CrpoeHne 6MOJI0rH4eCcKOro HelpoHa
CrpoeHne CKyCCTBEHHOT'O HepoHa
Mopens «Ilepuentpon»
Heitpocetn
Cucrema «End-to-end»
PexyppenTHas HelipoceThb
Mognens «Seq2seq»
NnmocTpaTHBHBIE TIPUMEPHI PE3YIIBTATOB
paboTsl yat-6oTa
MoOunbHOE PUIIOKEHHE YaT-00Ta

. Bumxer Ha caiT yar-0ota

The structure of a biological neuron
The structure of artificial neuron
Perceptron model

Neural network

“End-to-end” system

Recurrent neural network

Seq2seq model

Illustrative example of a chatbot
Chatbot mobile application

Chatbot widget for a website
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IIVIAHUPYEMBIE PE3YJIBTATBI ObYUEHUS 110 OOII

Kon

Pesynbratsl 00yueHus

P1

CaMOCTOSITEIBHO HpI/IO6peTaTL, pa3sBuBaTb W MNPUMCHATH MATEMATHUYCCKUEC, CCTCCTBCHHOHAYYHBIC,
COMAJIbHO-3KOHOMUYCCKUE U HpO(l)eCCI/IOHaJ'H)HLIe 3HaHUA JJid pCIICHHUA HCCTAHAAPTHBIX 3a/ia4, B TOM

YKCJie B HOBOM MJIM HE3HAKOMOM Cpeac U B MEKIUCHUIITIMHAPHOM KOHTCKCTEC.

P2

BJ'IaZ[eTI: U HOPUMCHATb METOABbI U CPCACTBA IOJYYCHHA, XPAaHCHUA, nepepa60TKH U TpaHCIAOun
I/IH(l)OpMaHI/II/I MOCPEACTBOM COBPEMCHHBIX KOMITIBIOTCPHBIX TeXHOHOFHﬁ, B TOM YHCJIE B IJIOOQJIBHBIX

KOMIBIOTEPHBIX CCTAX.

P3

JleMOHCTpHpOBaTh KYJBTYpY MBIIUICHHS, CIOCOOHOCTh BBICTPaWBaTh JIOTHKY PACCYXICHUH |
BBICKa3bIBaHWH, OCHOBAHHBIX Ha HWHTEpIpETAlMH JaHHBIX, WHTETPHUPOBAHHBIX W3 Pa3HBIX oOyacTteil
HAyKu M TEXHUKH, BBIHOCHUTH CYXJIEHHMs HAa OCHOBAaHHMHM HEMOJHBIX [aHHBIX, aHAJIU3UPOBATh
npodeccCHOHANbHYI0 HH(OpPMAIMIO, BBIACIATH B HEH IJIaBHOE, CTPYKTYpHUpPOBaTh, OMOPMIISATH |

MpEACTaBIIATL B BUAC aHAITUTUYCCKUX 0630pOB ¢ 000CHOBAaHHBIMU BbIBOJIaMH Y PEKOMCHIalIUsAMMU.

P4

AHaJ'II/IBI/IpOBaTB n OLCHUBATH ypOBHI/I CBOHUX KOMHCTCHHHﬁ B COY€TaHHU CO CHOCO6HOCTB}0 n
TOTOBHOCTBIO K CaMOPETYJIMPOBAHHIO JabHENIero oopa3oBanus u MpodecCUOHaTbHOW MOOHIIBHOCTH.
Bnagers, mo kpaiiHeld Mepe, OOHMM M3 HWHOCTPAHHBIX S3BIKOB Ha YPOBHE COLMAJIBHOIO U
npo(heCCHOHABHOTO ~ OOICHUS, MPUMEHSTh CICHHATBHYI0 JIEKCHKY W [podecCHOHATBHYIO
TEPMHHOJIOTHIO SI3BIKA.

JleMOHCTpUPOBaTh CIOCOOHOCTh K CAMOCTOSITENIbHOMY OOYYEHHIO HOBBIM METOJaM HCCJIEIOBaHMS,
CHOCOOHOCTh  CaMOCTOSITENIBHO IMPUOOpETaTh C IOMOIIbI0 HWH(MOPMAIMOHHBIX TEXHOJIIOTHH U

HCII0JIB30BaTh B HpaKTI/I‘IeCKOI‘/‘I ACATCIIBHOCTU HOBBIC 3HAHUS U YMECHU .

P5

Hcnons3oBate Ha INPaKTUKE YMCHHS W HABBIKK B OpraHu3alllid HCCIICA0BATCIBCKUX pa60T 1o
HCIOJIb30BAHUI0O MAaTeMaTU4YC€CKUX METOHAOB W MOJACIMPOBAHUA JId PEHICHHSA 3alad, CITOCOOHOCTD

OPraHU30BBIBATH U PYKOBOIUTH PAOOTOI KOMaHBI.

P6

CoBepIIeHCTBOBATh M PAa3BUBATH CBOIl MHTEIUIEKTYalbHBI M OOMIEKYJIbTYpPHBIM ypoBeHb. [IposBIATH

HWHUIHMATUBY, B TOM YHCJIE B CHTYalUsIX pUCKa, OpaTh Ha ceOs BCIO MOITHOTY OTBETCTBEHHOCTH.

P7

Pa3pabaTeiBaTh CTpaTerMd M LEMH INPOSKTHPOBAHHA, KPUTEpHH S(PQPEKTHBHOCTH W OrPaHHYECHHS
MIPUMEHUMOCTH, HOBBIE METO/IBI, CPEJACTBA M TEXHOJIOTHH MAaTEMaTHIECKOIO MOJIETUPOBAaHU OOBEKTOB

U SIBIICHHUI B PasIMYHBIX TPEAMETHBIX obOnacTsx

P8

OcyImecTBISTh aBTOPCKOE COIPOBOXKJICHUE MPOIIECCOB MPOSKTUPOBAHUSA, BHEAPEHUS, SKCIITyaTallii 1

MOOECPHU3ANNA MOIACITHUPYIOIINX ITPOTrPaMMHBIX KOMIUIEKCOB Ha BCEX dTallax JXKU3HEHHOIO IIUKJIIa




Pedepar

BeimyckHas kBanudukaumonHas pabora: 92 amcrtoB, 17 puHCYHKOB,
31 Tabnuupl, 38 UCTIOIB30BAHHBIX JINTEPATYPHBIX HCTOYHUKOB.

KuaiwueBble ciaoBa: 4at-00T, 00pabOTKa €CTECTBEHHOIO S3bIKa, CHCTEMa
«end-to-endy», mammHHOE 00yYCHHE, HEHPOHHBIC CETH.

OO0beKT nccjieq0BaHusi: 4aT-00T.

ear paGoTbl: pa3paborarb NOPOTOTUN 4Yar-00Ta ¢  00pabOTKOM
€CTECTBEHHOTO SI3bIKA.

Pabora BrirodaeT: BBeACHUE, MTHh Pa3/IeNioB, CIUCOK MyOIHKaIMil CTyIeHTa,
a TaKKe CIUCOK MCIIOJIb30BAHHBIX JTUTEPATYPHBIX UCTOYHHKOB.

B pazgene 1 «O630p nuteparypbl» NpUBEACH KpaTKUil 0030p JTUTEpaTypHI,
HEOOXOIUMBIH JJId ajdbHENIIe paboThl, COopMyIHpOBaHa LEIb U 3a7a4l paObOTHI.

B pazmene 2 «Teoperudeckuwe acmeKTh» PpACCMOTPEHBI TEOPETUUECKHE
acneKkThl pa3pabOTKH 4aT-00TOB, MPOBEJIEH aHaIU3 CYIIECTBYIOIIMX AaHAJIOTOB U
TEXHOJIOTUH JUIsl X pa3pabOTKH.

B pasnene 3 «IIporpammupoBanue yaT-60Ta» IpUBEACHO OMMCaHUE Tpoliecca
pa3paboOTKH, B TOM 4YHCJE: MOJArOTOBKA JaHHBIX [JIs MAIIUHHOTO OOYYeHHs,
pa3paboTka MoJieNd, pa3paboTka U TECTUPOBAHUE TPOTOTHUIIA YaT-00Ta.

B paznene 4 «CornuanbHasi OTBETCTBEHHOCTh)» OIICHEHBI PUCKUA U OMACHOCTHU
JUTSI 37I0POBBST U OKPYKAIOIEH Cpelibl M pACCMOTPEHBI CITOCOOBI UX MUHUMU3AIIHIH.

B pasmene 5 «®DuHAHCOBBII MEHEIKMEHT, pecypcodDPeKTUBHOCTE U
pecypcocOepekeHHe» pacCMOTpPeHa JKOHOMHYECKAas COCTaBJSAIOIMas paboTHI.
[TocunTtanbl 3aTpaThl HA pealM3aIMI0 U U3YYCHBI KOHKYPEHTHI Ha PBIHKE, a TaKKe

IIOCYHNTAaHa peHTa6eJ'II>HOCTI> IIPOCKTaA.



Abstract

Final qualification work is stated on 92 pages, contains 17 figures, 31 tables
and 38 references.

Keywords: chatbot, natural language processing, end-to-end system, machine
learning, neural networks.

Object of research: chatbot.

Purpose: to develop a chatbot prototype with natural language processing.

The work includes: Introduction, five sections, a list of students’ publications
and references.

Section 1 “Literature review” provides a brief review of the literature,
formulates goal and objectives of the research.

Section 2 “Theoretical aspects” discusses the theoretical aspects of
developing chatbots and technologies for their development.

Section 3 “Programming a chatbot” describes the development process,
including: preparing data for machine learning, developing a model, developing and
testing a prototype chatbot.

Section 4 "Social responsibility" assesses the risks and hazards to health and
the environment and considers ways to minimize them.

Section 5, “Financial Management, Resource Efficiency, and Resource
Saving,” discusses the economic component of the work. The costs of
implementation were calculated and competitors in the market were studied, and the

profitability of the project was also calculated.
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Definitions

Application programming interface (API) — is a computer interface which
defines interactions between multiple software intermediaries. It defines the kinds of
calls or requests that can be made, how to make them, the data formats that should be
used, the conventions to follow, etc.

Artificial neuron — it is a mathematical function conceived as a model of
biological neurons. Artificial neurons are elementary units in an artificial neural
network.

Biological neuron — is an electrically excitable cell that communicates with
other cells via specialized connections called synapses. It is the main component of
nervous tissue in human and animal.

Chatbot — a program that simulates a person’s speech behavior when
communicating with one or more interlocutors.

End-to-End System - a full package of machine learning system that
processes data, learns from it and deliver user-friendly results.

Graphics processing unit (GPU) — is a specialized electronic circuit
designed by rapidly manipulate and alter memory to accelerate the creation of images
in a frame buffer intended for output to a display device.

Long-Short Term Memory (LSTM) — an artificial recurrent neural network
(RNN) architecture used in the field of deep learning.

Natural language — a complex system of rules in accordance with which
speech activity occurs, i.e. generation and understanding of texts.

Natural language processing — one of the areas of artificial intelligence and
mathematical linguistics, which is studying the problems of computer analysis and
synthesis of natural languages.

Neural network —a network that simulates human or animal brain with lots
of densely interconnected artificial neurons, so that a computer program can learn

things, recognize patterns and make decisions in a humanlike way.
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Neuroplasticity — The process of changing humans’ or animals’ brain by
gaining experience throughout lifetime.

Recurrent neural network (RNN) - is a class of artificial neural networks
where connections between nodes form a directed graph along a temporal sequence.
These kinds of networks are used when next data depends on previous data.

Term Frequency — Inverse Term Frequency (TF-IDF) value is a numerical
statistic that is intended to reflect how important a word is to a document in a
collection or corpus.

Tokenization — the process of demarcating and possibly classifying sections

of a string of input characters.
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INTRODUCTION

Human or animal brains can change during lifetime by gaining experience.
This statement is called neuroplasticity. Because of it we can learn different things.
Sometimes we can learn very amazing things. Some examples of them are given
below.

Usually, information from eye retina goes to lateral geniculate nucleus and
then to primary visual cortex. Medial geniculate nucleus is responsible for hearing
and forwards information from ear to audial cortex. Indian neuroscientist Mriganka
Sur provided an experiment in MIT. During this experiment he changed the direction
of neurons in some ferrets’ brain, so that information from retina goes to medial
geniculate nucleus, which is normally processes audio information. Despite these
ferrets were able to process visual information [1].

Another experiment provided by Paul Bach-y-Rita is known as “sensory
submission”. During this experiment blind people are set down in a special chair
whose back was covered by vibrating panels. This chair transmitted information from
video camera into vibrations. Despite the fact that camera was only 400 pixels people
were able to distinguish between people. Later Paul Bach-y-Rita found that
information can be transmitted better with human saliva than tissue. Then the camera
was installed in helmet and the vibrating plate in mouth of people. In the matter of
hours people was able to distinguish objects [2]. Now this device is known as Brain
port [3].

These experiments show that brain is not strictly programmed, but it is very
adaptive mechanism which can adopt to the changing environment. To build an
artificial neuron first we have to understand how biological neuron works.
Information is transmitted to the brain from sensory organs. Neuron gains
information from dendrites. There are many dendrites in a single neuron. Information
Is transmitted through an axon by using protons, electrons and chemical reactions.
Finally, information is transmitted to the other neuron or to the brain. Each neuron

forms a large number of connections with other neurons. The number of these
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connections are between 5 to 200 thousand. When a human learns something new,
new connections are formed. For now, programming a biological neuron is
impossible. It should be something simpler. So, in computers artificial neuron models

are used.

Axon Terminals
Node of Ranvier

Schwann’s Cells

Myelin Sheath

Cell Body

Figure 1 — The structure of a biological neuron [4].

Artificial neurons are having something similar to biological. It consists of
incoming data, weights of each incoming data or inputs, sum, activation function
(figure 2).

I, | f -
o T

Inputs -
S . - Output
o Sum Activation
- W, Function

Figure 2 — Artificial neuron [5]: x4, x5, ..., x_n are inputs, wy, ws,, ..., w,, are weights.

Inputs can either be an activation of other neurons or information from outside.
If we draw analogy with biological neurons it can be an activation from other neuron
or information from sensory organs. Weights wy, w,, ..., w,, show that how important

the current input for the neuron. Next, the sum of all weights is counted and its value
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passed to the activation function. Finally, its processed by activation function and
some output is formed. This output is called output activation of a neuron.

The simplest model of a neuron is perceptron. It is a bridge to understanding
more complex models. Perceptron was first introduced by at the Cornell Aeronautics
Laboratory by Frank Rosenblatt in 1958 [6]. He believed that, using his model
humanity will build an artificial intelligent machine. Later in the New York Times an
article was published, which stated: “a perceptron model will allow US military to
build robots of new generation which will walk, talk and even realize the fact of self-
existence. Unfortunately, this all ended as quickly as started. M.Minsky and S. Papert
had a research on perceptron’s. They showed that this model has many restrictions
and low efficiency [7]. Because of high expectations, people thought that all the
neural network models have same deficiencies. It let to the historical event known as
Al (artificial intelligence) winter, which had place from 1974 to 1980. In this period
funding were reduced in the field of Al. Despite these facts the perceptron model is

still in use. For example, it is used when much predictors are needed.
I
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Figure 3 — Perceptron model:x;, x,, x5 are inputs, wy, w,, wg are inputs, y is output
Perceptron behavior can be described by the following function:

r n
1lf ZWixi+b>0
i=1

fG,w,b) = 1)

n
Olf ZW,:X,:‘l‘bSO
\ i=1

where w — is vector of weight, x — input’s vector and b — bias and f(x,w,b) is

perceptron’s output activation.
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1 LITERATURE REVIEW

1.1 Introduction to a research area

Today large companies look for ways to introduce intellectual assistant that is
capable to carry out various routine office tasks. These are some examples of these
tasks: staff recruitment, training of new employees, answer to questions, paperwork,
planning of time and resources [16]. Intellectual assistants based on machine learning
(ML) allow computer programs to learn from data.

A computer program is said to learn from experience E with respect to some
task T and some performance measure P, if its performance on T, as measured by P,
improves with experience E [4].

Data from which computers learn is called training set and each training
example is a training sample.

Machine learning is great for next problems:

—  Problems for which existing tools and solutions are not optimized and
needs a lot of code to be written and rules to set up. In these kind of problems ML
could allow us to write simpler code and get better results.

—  Complicated problems, for which no solution found yet, in perspective
ML could be a solution.

—  Problems on fluctuating environment. Using ML an adaptive to new data
system which can learn during work, could be built.

—  Problems with big data processing. Large amount of data could be
optimized and processed using ML.

It is a fact that companies around the globe are using ML in their business,
because it allows them with less investment to gain more profit and spend less time
for the same task.

Chatbots are one of the representatives of modern business solutions. They
are getting more popular these days, because they are able to work for 24 hours 7

days a week.
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Reports provided by statisa.com [9], show that the number of users of
messaging applications exceeded 2.2 billion. This number will be increasing
constantly. The active distribution of instant messengers as a tool for easy and quick
messaging began in 2015.

People today prefer using messengers, as they are more efficient and less time
consuming for business processes and everyday tasks.

Most messenger’s API’s are providing a chatbot solution. The first chatbot
was introduced to the world in the 1960s by MIT professor Joseph Weizenbaum. It
was called ELIZA. It could breed a psychologists’ speech by finding out keywords or
either say “okay” and transfer the conversation to other direction if it didn’t know the
answer.

Chatbots today are very different from ELIZA. They can solve more tasks,
use natural language processing (NLP) to understand commands and use ML to
improve themselves. There are four types of chatbots:

1. Click navigation chatbots. These kind of chatbots work with preloaded
«if — else» rules, created through a pre-designed conversation.

2.  Keyword based chatbots. These chatbots use a huge list of keywords
database. They respond to users’ question using search-keywords algorithm, which
means if the keyword is in question the corresponding answer will be given.

3. Natural language understanding chatbots. These chatbots are trained on
relevant data using neural networks and they are able to understand natural language.
They form answers by creating their own sentences whose style will be similar to the
training set.

4.  Aware chatbots. These are bots like JARVIS or FRIDAY from Marvel
movies. For now, they exist only in movies.

Most of the existing chatbots have one common deficiency: they cannot be
installed on a company’s server, since they use messenger applications API, so that
they work only with that messenger.

Here we build a natural language understanding chatbots. There are some

challenges building a Russian language chatbot:
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More than 50 % of the internet content is in English language while Russian
segment is less than 10%. Giants like Google, Microsoft and IBM are presenting
developer’s tools mostly in English. That is why the accuracy of chatbots in English
are higher than in any other languages.

The other problem is Acronyms. Acronym is a word or name formed as an
abbreviation from the initial components of a phrase or a word, usually individual

letters. NLTK library already contains list of acronyms.

1.2 Corporate tasks analysis and development tools

Corporate employees are facing a lot of tasks to solve. For making such a
regular task like making a travel order, an employee should write about it to a
business travels’ office, they should find tickets and hotels and coordinate with top-
brass, after that they reserve the ticket and the hotel, and send confirmation to the
employee. All of these processes could be automated by a bot, which could do this
task a lot faster. Other example is, if some references or inquiries needed, a chatbot
could send it to printer and send message to the working stuff that a stamp is needed.
All of this will save a lot time and finally it brings good profit to organizations.

To create a chatbot existing tools were examined. There are lots of tools
created to build chatbots [6-10]:

Morph.ai [6] is a platform that allows us to create a business chatbot which
uses WhatsApp, Facebook messenger or a website as a body of the bot. Such bots
understand natural language. Data from such bot cannot be stored locally in
organizations’ server, which can bring to corporate information leak.

Flowxo position itself as a zero coding chatbot, which allows us to build
chatbots as fast as it is possible. It also can be integrated with Gmail, LinkedIn and
JIRA. It has the same flaw as a previous chatbot [7].

Telegram.API [13] allows us to build a telegram chatbot. It has lots of pluses,

but the deficiency is that it uses Telegram as a bot platform.
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APIL.AIl [14] allows us to build a learning chatbot which can be adopted with
Android, i0S, Node.js and HTML. But the main problem is in free version there are
lots of limits such as the number of requests or messages. Also, the company cannot
be sure about confidential information if it is safe.

Python [15] is a simple powerful programming language and it has lots of
libraries which allow us to create a machine learning and natural language
understanding chatbot, these tools are free to use. Python allows us to connect own
database to the user which can be stored on the company’s servers.

For the magister’s work we have chosen Python as a programming language
and work on Ubuntu OS:

— NumPy is an open-source module for Python that provides general
mathematical and numerical operations in the form of pre-compiled, fast functions.
They are combined in high-level packages. They provide functionality that can be
compared with the functionality of MATLAB. NumPy provides basic methods
working with large matrices and arrays.

—  SciPy expands NumPy capabilities. It is also an open-source software for
mathematics, science, and engineering, but it is more user-friendly and has more
functionality for numerical optimization and integration. NumPy and SciPy are easy
to install on all popular operating systems and they are free of charge [16].

— NLTK is a library which was created in 2001 for computational
linguistics course in University of Pennsylvania. Now it is the most popular tool used
for natural language processing especially in the field of machine learning. It contains
all important functions for text preprocessing [19].

—  TensorFlow is developed by Google. It contains popular algorithms of
machine learning and deep learning. It is well documented and it is easy to use. It
uses computational algebra and optimization methods.

—  Six is a Python library that helps to work Python 2 code in Python 3.

— Recurrent neural network (RNN) is used if current data depends on
previous ones. As we know the context of sentences depends on all words, so we

have to use RNN.
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—  Seg2seq model. It consists of encoder and decoder. Encoder analyses
users’ input data, decoder creates answers similar to the training set.

For the chatbot we construct a neural network. In machine learning we do not
use exact programming where we have to set all rules. We use training set to train a

model. During training new rules would be generated automatically [3].
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Figure 4. Machine learning concept
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There are two ways to do it:

1. To build a neural network for each task. In our case these tasks are to
interpret the language, to track the set of a conversation and to generate a response.
Each of these systems will work separately to do its own task. It is unnecessarily
complex to build and very time consuming to train.

2. The better type of building a neural network is called «End-to-End»
Systems. These are chatbots that use one system that is trained on one dataset. They
make no assumptions about the use case or the structure of a dialogue. It should be
just trained on a relevant data. After training it will be able to chat with us about these
data using natural language.

We use the second approach. In Figure 5 [21] one can see this approach.
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Figure5 — End-to-End Systems [18]

1.3 Dataset Preprocessing

First of all, we have to find and download a dataset. The dataset should be in
forms of dialogues in Russian language. There are a lot of data on the internet in
English. As we mentioned before, it is quite problematic to find data in Russian
language. Luckily there is a dataset from Yandex.Toloka [22]. In consists of 10,000
dialogues.

In the second step we prepare dataset for machine learning. We should clear it
and convert it to a vector. For this we use NLTK and pymorphy2 Python libraries.
Data preparation consists of following steps:

a) We use NLTK library for tokenization. We have to choose between
whitespace tokenizer, punctuation tokenizer and TreeBankWord tokenizer. We have
chosen whitespace tokenizer, because tests show higher accuracy in Russian language
with it.

b) For token normalization we use pymorphy2. It allows us to bring the
word to the root form, which is known as lemma.

c)  Converting words to vectors by counting its Term Frequency — Inverse Term

Frequency (TF-IDF) value. In this step we convert words to vectors. It allows us to
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perform operations faster and consume less space. TF-IDF value is counted using

formulas below:

fr.a
TF = 1
Y fta @)
IDF = logy e bt e ay] @)
TFIDF(t,d,D) = TF - IDF 3)

where TF is term frequency of the word

fr.a is frequency for term in document d;

2. ft,q 1s total number of words in the document;

IDF is inverse term frequency of the word;

Dis number of documents in the collection;

|{d € D: t € d}|is number of documents in D, which contains t.

The higher value of TF-IDF is better, which means the word with highest TF-
IDF value is the main word in the user’s query. In Python, to count TF-IDF value
sklearn and pandas libraries are used.

The problem with TF-IDF value is if the dataset is huge it will be a big matrix
to store and perform operations with. We can apply some restrictions to it, because if
we look into the matrix, we will see that most of values are zeros. We will delete
unnecessary values to make the chatbot learn and work more quickly.

Thirdly, we build our seq2seq model which consists of encoder and decoder.
With encoder machine will understand what user wrote and follow the context of
dialogue. Using decoder, a chatbot replies to a user by building its own sentences,
which are similar to the training set.

Also, inside the model we split data into training and test set. Normally, it is
75% given to learning part and 25% to tests. Using test data, we can count accuracy
of a chatbot by the formula below:

E -100
Q

Acc =

(4)
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1.4 Purpose and tasks research

So, in the result of the review of publications about chatbots development
process, it can be concluded.

First, we specified and analyzed four types of chatbots. We looked into the
history of chatbots development and chose the natural language understanding
chatbot to develop.

Secondly, we analyzed technologies for chatbot development, data
preprocessing and defined chatbot features for Russian language.

These results imply the need for creating a chatbot prototype with natural
(Russian) language processing. The purpose of the research is to develop a cross-
platform chatbot that can be integrated with corporate networks to improve
productivity. For achieving the proposed purpose, we have such tasks:

a) choice suitable stack technologies for creating a prototype chatbot;

b) learn the chatbot on a training dataset;

c) test the chatbot on formal requests including jargon words and

orthographical mistakes.
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2 THEORETICAL ASPECTS

2.1 Neural network

A neural network is a sequence of neurons interconnected by synapses. The
structure of the neural network came into the world of programming directly from
biology. Due to this structure, the machine acquires the ability to analyze and even
memorize different information. Neural networks are also capable of not only

analyzing incoming information, but also reproducing it from their memory.

input layer hidden layer 1 hidden layer 2 output layer

Figure6 — Neural network [8]

We use neural networks to build a chatbot, but first let’s understand what is
chatbot.

2.2 About chatbots

According to statista.com [9], last year the number of users of messaging
applications exceeded 2.2 billion. This number will be increasing constantly.

But sending messages is not only a people's prerogative. Live chat buddies are
easy to replace with chatbots. According to the Humanity in the Machine report, the

vast majority of users are ready to receive business services with their help, because
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this guarantees a quick and clear answer. A little less than a third of Americans called
online communication the best way to contact the seller.

We can see in XXI century that a program can compete with human. Let us
see from where chatbots came and what are they able to do now.

Chatbots are not new. First chatbot was presented to the world in 1966 by
Joseph Weizenbaum in MIT. He was called "Eliza" and talked like a therapist: asked
again, asked for more information and etc. Some at the first contact did not even
realize that their interlocutor was a machine.

Chatbots today are very different from ELIZA. They can solve more tasks,
use natural language processing (NLP) to understand commands and use ML to
improve themselves.

Chatbots can be divided into 4 groups:

1. Click navigation chatbots. These kind of chatbots work with preloaded
«if — else» logic, created through a pre-designed conversation.

2.  Keyword based chatbots. These chatbots use a huge list of keywords
database. They answer to the user question if the keyword is in question.

3. Natural language understanding chatbots. These types of chatbots use
neural networks to understand natural language and to form answer to the users or do
their tasks.

4. Aware chatbots. This kind of chatbots are not developed yet, since for
now it is impossible. It is bots like JARVIS or FRIDAY from Marvel movies.

Existing chatbots have one common deficiency: they cannot be installed on a
company’s server, since they use Messenger’s API, so that they work only with that
messenger [10].

In this work we will build the third type of chatbot that will be easy to use in
any corporate systems. During this work we will cover the following steps:

a) analyze the existing tools for developing our chatbot;

b) cover theoretical part;

c) develop a console chatbot prototype;

d) test chatbot by chatting and giving tasks.
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2.3 Relevance of work

There is a great demand for chatbots. We can see that many companies are
already using them and some companies are offering cases and hackathons to build a
chatbot that satisfies their needs. Regular mobile phone users are also need a chatbot,
because statistics show that most of the apps that are downloaded to user’s
smartphone is used once or twice. If you have a chatbot all these apps can exist inside
it and most of apps can be deleted. We build a corporate chatbot that can be installed

on any corporate local or global networks.

2.4 Analyze the existing tools for developing chatbot

To create a chatbot existing tools were examined. There are lots of tools
created to build chatbots [11-15].

Morph.ai [11] is a platform that allows to create a business chatbot which uses
WhatsApp, Facebook messenger or a website as a body of the bot. Such bots
understand natural language. Data from such bot cannot be store on local network of
the organization which can bring to corporate information leak.

Flowxo [12] position itself as a zero coding chatbot, which allows to build
chatbots as fast as it is possible. It also can be integrated with Gmail, LinkedIn and
JIRA. It has the same flaw as previous chatbot.

Telegram.API [13] allows to build a Telegram chatbot. It has lots of pluses,
but the deficiency is that it uses Telegram as a bot platform.

APLAI [14] allows to build a learning chatbot which can be adopted with
Android, i10S, Node.js and HTML. But the main problem is in free version there’re
lots of limits such as the number of requests or messages. Also, the company cannot
be sure about confidential information if it is safe.

Python [15] is a simple yet powerful programming language and it has lots of

libraries which allow to create a machine learning and natural language
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understanding chatbot these tools are free to use. Python allows to connect own
database to the user which can be stored on the company’s servers.

In this work we will use Python programming language.

2.5 Development tools and libraries

To develop a chatbot we will use next libraries:

—  NumPy,

—  SciPy,

— NLTK,

—  TensorFlow,

- Six.

NumPy is an open-source module for python that provides general
mathematical and numerical operations in the form of pre-compiled, fast functions.
They are combined in high-level packages. They provide functionality that can be
compared with the functionality of MATLAB. NumPy provides basic methods
working with large matrices and arrays.

The main feature of NumPy is the array object. Arrays functionality is very
similar to objects called lists, the difference is that elements of the array must have
the same data type, like int or float. Arrays perform numerical operation more
efficient and faster than lists.

SciPy expands NumPy capabilities. It is also an open-source software for
mathematics, science, and engineering, but it is more user-friendly and has more
functionality for numerical optimization and integration. NumPy and SciPy are easy
to install on all popular operating systems and they are free of charge. They are both
are easy to use, but powerful packages [16].

NLTK is a library which was created in 2001 for computational linguistics
course in University of Pennsylvania. Now it is the most popular tool used for natural
language processing especially in the field of machine learning. It contains all

important functions for text preprocessing [19].
29



TensorFlow is developed by Google. It contains popular algorithms of
machine learning and deep learning. It is well documented and it is easy to use. It
uses computational algebra and optimization methods.

TensorFlow has the following features:

— It uses multidimensional arrays which are known as tensors for
mathematical calculations;

— It supports machine learning and deep learning methods;

— It contains data sets scaling algorithms;

— It uses GPU for computing.

Six is a Python library that helps to work Python 2 code in Python 3.

There are two ways to build a chatbot using neural network:

1. We create a system that consist of three deep learning neural network.
One for understanding natural language, another one to trace conversation context or
so called Long-Short Term Memory (LSTM) and the third one is to generate answers.
All neural networks will be trained separately, which means more time will be
elapsed, more computer resources and 3 different datasets are needed. Indeed, it is
unnecessary complex work to do.

2. There is simpler way to build a chatbot. It is to build so called “end-to-
end” system (Figure 7). These kind of chatbots are trained on only one dataset and is
needed only one network to build which would proceed input in natural language,

trace the context and generate the answer.

Process data
——

vIRp AJISSE])

Form answer

Figure 7 — End-to-end system [18]
30



The simplest type of neural network is one directional, which means it
proceeds data from input layer all the way to the output layer. Only data with the
fixed size can be imported into this kind of network. It could either be a number or an
Image. For example, it can be a labeled dataset of temperatures. The output of this
neural network can be the prediction of the given word as hot or cold.

As we know conversation cannot be a fixed size. It is a sequence that consists
of words. To proceed this kind of data we need a neural network that can except
sequences as an input. This kind of neural network is recurrent neural network.

Recurrent Neural Networks are mostly used for natural language processing.
First, they count random sentences based on how often they appear in the texts in all
documents of the corpus. This would be a measure of semantic and grammatical
correctness. This kind of models are used in translation. Finally, this language models
generate new text. For example, model trained on Lord of the ring dataset will
generate text looking like that movie.

RNN uses information consistently, which means it will follow the context of
the sentences. In traditional neural networks all data is analyzed independently, which
will not give the best result. Different words translated without context could be
meaningless. To predict the next word of the sentences we have to use RNN, because
it allows to analyze previous words. Recurrent neural networks perform the same task
again and again to each element until the sentence ends, the output layer depends on

previous objects. RNNs are also known as the networks that have “memory”.

0

O -1 O 0141
W v s VTS VTS
O:) W Ot—l Ot Ot+l
Unfold: T W d T W
U U U U
xt X

X

=

a4 =

X .

t+1
Figure 8 — Recurrent neural network unfolded. x is input, s is hidden state step (or

memory), o — output, W, U, V— matrices.
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In Figure 8 we can see an unfold of the RNN. Unfolded means we show all
the network action. For example, if our sentences have 6 words it will be 6 layers, a
layer for each word. Formulas that used in the RNNSs:

X¢ —input in step t,

s — it is hidden state in step t, we can say that it is memory. s; as a function
depends on previous states and current state of input x;: s; = f(Ux; + Ws_q).
Function f() is usually non-linear, for example, tan h. s_; is used to count the first
hidden state, usually initiated with vector of zeros.

o; — output layer on step t. It could the layer of varieties if we want to predict
a word.

We will use RNNSs in TensorFlow. Our steps will be:

1. Download the relevant dataset to train the chatbot.

2. Create a training model.

3. Train the model using the training model

4

Test it by chatting.
2.6 Dataset

Finding dataset is the important and one of difficult part of the research,
because there are only few datasets in Russian language on the Internet. There is an
open dataset from Yandex.toloka to train chatbots which consist of 10 thousand
dialogs [22].

2.7 A training model

In our end-to-end model we use encoder and decoder, where encoder is used
from one side of the conversation, which means it will process natural language and
the decoder is from the other side of conversation, which will generate answers. First,
we have to split our data into two training sets. One for encoding and the other one

for the decoding.
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2.8 Natural language processing

Computers are capable of efficiently and quickly processing any structured
data. In the natural language, there is no strict structuring and typing. This leads to
the fact that it is difficult for computers to process incoming information if it does not
comply with strict rules.

Each language can distinguish its own rules and structures, but this is not
enough for quality processing. Moreover, if we consider the texts compiled by
ordinary Internet users, you can find a huge number of errors, both syntactic and
spelling.

All this leads to problems of natural language processing (NLP). A separate
area in artificial intelligence with the same name NLP deals with these problems.

For full text processing it is necessary to conduct its full analysis. At the same
time, not all theoretical developments have yet been implemented in practice, which
leads to certain difficulties. The main problem is the complexity of the parsing of the
text. The difficulty lies in the fact that natural language serves not only for the formal
processing of information, but also for the living imagination. Often, the analysis of
voluminous texts is a difficult task not only for computers, but also for humans, since
most dialogues have some kind of real or fictitious foundation.

For a complete analysis of the text, the finished system must analyze the text
in terms of syntax (sentence structure), semantics (concepts used in the text) and
pragmatics (the correct use of concepts and the purposes of their use). After analysis,
the system should generate its answer, suitable for inference.

A complete system, with the possibility of full analysis, should have the
following modules: Graphemic analysis is a system of primary analysis natural text,
preparing information for subsequent processing (morphological and syntactic
analysis). Typically, graphemic analysis breaks down the source text into various
components: highlighting paragraphs and headings, dividing text into words,

highlighting the surname of the middle name (if the name and middle name are
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written with initials), email addresses, highlighting sentences, highlighting steady
turns and etc.

Morphological analysis - allows us to determine the normal form of words.
This is necessary in order to process the text based on the normal form, and not
different word forms.

Pre-syntactic analysis - is used to combine individual lexical units into one
syntactic or, conversely, its division into several. Variable inextricable phrases are
combined into one syntactic unit (for example, “beat the buck™ It is especially
necessary to deal with word division, for example, in the German language, where
several arbitrary interconnected words can be combined into one complex “on the
fly”, and it is not possible to place all such combinations into a morphological
analysis.

Parsing is the hardest part of text analysis. Here it is necessary to determine
the roles of words and their relationship with each other. The result of this step is a
set of trees showing such connections. The task is complicated by a huge number of
alternative options that appear during the parsing, related to both the ambiguity of the
input data (the same word form can be obtained from different normal forms) and the
ambiguity of the parsing rules themselves.

Post syntactic analysis serves two purposes. On the one hand, it is necessary
to clarify the meaning embedded in the words and expressed using various means of
the language: prepositions, prefixes or affixes that create one or another word form.
On the other hand, the same thought can be expressed by different constructions of
the language. Semantic analysis analyzes the text “in meaning”. On the one hand,
semantic analysis clarifies the connections that post-syntactic analysis could not
clarify, since many roles are expressed not only by means of the language, but also
taking into account the meaning of the word. On the other hand, semantic analysis
allows you to filter out some word meanings or even whole parsing variants as

“semantically disconnected” [17].
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3 PROGRAMMING A CHATBOT

3.1 Text analysis steps

All the queries from user is processed with NLTK library. Firstly we
“Tokenize” incoming data. It is the process of dividing the text into words, sentences
or a paragraph. This units in tokenization known as tokens. We can use
TreeBankWord, punctuation or whitespace tokenizer, which are built in to NLTK
library. Tests show that whitespace tokenizer is the best for the Russian language. For
higher accuracy we first use sentence tokenizer, then whitespace tokenizer.

Next, we should normalize our tokens. For this aim we can either use
lemmatization or stemming. Stemming is finding the root form of the word by
removing or replacing suffixes or prefixes. The root form of the word called stem.
Lemmatization is the same process, but it uses vocabulary and morphological
analysis. It returns the dictionary form of the word which is known as lemma. For
some tasks it is good to use lemmatization, but for some stemming. NLTK library
shows not good results for stemming and lemmatization for non-English languages.
Its accuracy in Russian language is around 15%, which is unacceptable. For this
reason, we should look for the analog of NLTK. Another library for natural language
processing which shows higher accuracy is pymorhy?2.

The pymorphy?2 library is text analyzer which can:

1. Bring the word to the normal form;

2. Put the word in the right form in the sentences;

3. Return grammatical information about the word.

Tests shown the accuracy about 61%. It is not good enough, but it is best of
the available libraries for natural language processing for Russian language.

After this we should find main words in the user’s query. It could be done
with counting TF-IDF (term frequency-inverse document frequency) value. It is the
count of numerical statistic value of the word in a sentence, document collection and

language corpus at all. It can be counted as follows [20]:
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TFIDF(t,d,D) = TF - IDF (4)

where TF is term frequency of the word
ff.a — frequency for term in document d;
2. ft.a— total number of words in the document;
IDF — inverse document frequency of the word,;
D — number of documentsin the collection;
|{d € D:t € d}| — number of documents inD, which contains t.
The higher value of TF-IDF is better, which means the word with highest TF-

IDF value is the main word in the user’s query. In Python to count TF-IDF value

sklearn and pandas libraries are used. A code fragment is in listing 1.

Listing 1 — Counting TF-IDF value in Python programming language

>from sklearn.feature_extraction.text importTfidfVectorizer
>import pandas as pd

>text=input().split()

>tfidf=TfidfVectorizer(min_df=2, max_df=0.5,ngram_range(1,2))
>features=tfidf.fit.transform(texts)

>pd.DataFrame(features.todense(),columns=tfidf.get_feature_names())

Counting TF-IDF value directly will slow down chatbots work. For example,
If we have an input from user and as a result, we have matrix of words whose TF-IDF
values would be searched and compared with the corpus TF-IDF values which
consists of 25 000 rows and 75 000 columns. That is a huge matrix and if we look to
its values 99.8% of them are zeros. As we can see if we go this way it will be an

irrational usage of resources. It is better to try to predict TF-IDF value using machine
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learning. We could also put some restrictions to read only non-zero values. The
machine learning will predict the probability in a given diapason using logistic

regression. Responses would be grouped by TF-IDF values.

3.2 Building a model

As text is preprocessed and ready, we can build our seq2seq model.

One of the most popular architectures in machine translation is the sequence
to sequence (Seg2Seq) models [3]. Such models consist of two recurrent networks: an
encoder and a decoder. The encoder builds a representation of the input word
sequence. Further, the resulting representation (the last output and the value of the
network cell) is copied to the decoder. According to the received representation, the
decoder tries to restore the target sequence of words. In machine translation tasks,
input and output sequences are sentences in different languages. In question-answer
and dialogue systems - a question and an answer.

To convert words to input vectors, the so-called embedding matrix is used.
The number of rows in this matrix is equal to the size of the dictionary, and the
number of columns is equal to the size of the LSTM cell. Each line corresponds to a
vector representation of the corresponding word. Each word before being fed to the
input of the LSTM network is replaced with the corresponding row of the
representation matrix.

The decoder receives a special <GO> symbol at the first step of the input,
then at each step the word generated in the previous iteration is fed. The response
generation continues until a special word is generated - the end of line marker
<EOL>. During training, the target symbol is transmitted as the generated symbol to
the next measure, and the distribution on the predicted symbols is transferred to the
loss function.

During the prediction, it is required to find the most probable proposal from
the point of view of the model. It is impossible to do this directly, since the model

allows you to calculate only the best word with fixed previous ones. The trade-off
37



between greedy word picking and exhaustive search is Vem Search. When using this
method, a small number of the best candidates are selected at each iteration, and the
remaining hypotheses are discarded.

After applying Beam Search, the network often begins to respond using the
most common answers in the sample: yes, no, I don’t know. To combat this, two
models can be trained [4]: a predictive answer on a question and a question on an
answer. The sentences generated by the beam search of the first model are rearranged
according to a convex combination of the logarithms of the likelihood of the two

models:

AlogP (A1Q) +(1 — DlogP (Q|4) (5)
where @ is the question;

A is the answer;

A € [0, 1] is a hyperparameter.

Now frequency responses will have a low probability, since it is rarely
possible to reconstruct a question from them. To generate long sentences, a penalty is
added to the ranking function, encouraging the generation of a large number of
words. Usually, y |A|, where |A| Is the number of generated words, and y is the

hyperparameter.

3.3 Building and testing a chatbot

First of all, we have to install Anaconda. Anaconda is the programming
environment for Python which contains all necessary tools to get started.

Anaconda allows to create different environment for each project. Since we
use Ubuntu Linux operation system, we create environment using terminal by using
the following command:

>conda create -n chatbot python=3.5 anaconda
which means create environment with name “chatbot” using anaconda and install on

it Python version 3.5.
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Next, we have to activate the environment:
>conda activate chatbot
We have to install all the needed libraries next. For this we will use pip
command. There are 2 package managers in Python pip and conda. They both work
the same way.
>pip install tensorflow= =0.12.1
>pip install numpy
We have to open Jupyter notebook to start programming by typing the same
in the terminal:
>jupyter notebook
Now we are ready to start programming on Python. Firstly, we have to import
all libraries:
> import tensorflow as tf
> import numpy as np
> import time
> import re
>import nltk
Next, we have to prepare our data to work with seg2seq model. As we had
analyzed before we have to open data, clean it, tokenize it, then normalize tokens and
count TF-IDF values.
To clean data we need to remove unnecessary symbols, so we will write a
function for it:
> def clear_text(text):
> text = text.lower()
> text =re.sub (r “[-O\" ~<>8#!?|] ", “7, text)

> return text

Now we have a function that cleans text, so we would use it:
1) We clean questions:

>clear_questions = []
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> for question in questions:

> clear_questions.append(clear_text(question))

2) We clean answers

>clear_answers =[]

> for answer in answers:

> clear_answers.append(clear_text(answer))

After all of this operation we have to make it easier for the model to learn
from dataset. For this we have to clean less frequent words. After this we have to add
some tokens to the end of dictionaries.

> tokens = [‘<PAD>’, ‘<EOS>’, ‘<OUT>", ‘<S0S§>"]

> for token in tokens:

> words_of _questions_to_int[token]=Ilen(words_of questions_to_int)+1

> for token in tokens:

>words_of _answers_to_int[token]=len(words_of answers_to_int)+1

As we mentioned before these tokens will help the model to understand the
beginning and the end of sentences.

Next, we have to build our seq2seq model. As we know it consists of encoder
and decoder. It will be a translation model (Figure 9). In the Figure we can see the
translation model from English to French, where a user enters any data and encoder
processes and understands it step by step. Then decoder gives the translation. Instead
of English to French translation we will put Russian to Russian, which means both
encoder and decoder will work with the same language. We will also have to follow
the dialog -context. That’s why we used the LSTM (Long-short term memory).

First, we build Encoder with LSTM included as follows:

> def encoder (input_rnn, size_rnn, layers_num, prob, seq_len):

> Istm = tf.contrib.rnn.BasicLSTMCell(size_rnn)

> Istm_dropout = tf.contrib. DropuotWrapped(Istm, prob_input = prob)

> cell _encoder = tf.contrib.rnn.MultiRNNCell

([Istm_dropout]*layers_num)
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> output_encoder, state_encoder = tf.nn.bidirectional_dynamoc_rnn
(cell fw =cell encoder, cell bw = cell encoder, seq len =seq_len,inputs =
input_rnn, dtype = tf.float32)

> return state_encoder

Next, we build decoder:

> def decoder(inbuilt_decoder _input, inbuilt_decoder_matrix,
state_encoder,words_num, seq_len, size_rnn, layers_num, w2int, prob, batch_size):

>with tf.variable_scope(‘decoding’) as scope_decoding:

> Istm = tf.contrib.rnn.BasicLSTMCell(rnn_size)

> dropout_Istm = tf.contrib.rnn.DropoutWrapper(Istm,input _prob=prob)

> cell_decoder = tf.contrib.rnn.MultiRNNCell([dropout_Istm] *
layers_num)

> weights = tf.truncated_normal_initializer(stddev=0.1)

> biases = tf.zeros_initializer()

> output = lambda x: tf.contrib.layers.fully_connected(x, num_words,
None,scope=scope_decoding, weights_initializer=weights, biases_initializer=biases)

> predict_training = decode_training_set(state_encoder,cell_decoder,
builtin_decoder_input, seq_len, scope_decoding, output_function, prob, batch_size)

> decoding_scope.reuse_variables()

> test_predictions = decode_test set(state_encoder, cell_decoder,
inbuilt_decoder_matrix, w2int['<SOS>"], w2int['<EOS>"], seq_len - 1, words_num,
scope_decoding, output_function, prob, batch_size)

> return training_predictions, test_predictions
Now we run out the model. After training the model we can finally test our

chatbot. The result can be seen in Figurel0. Testing results showed that the

probability of recognizing formalized user requests reaches 90% and higher.
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In [18]: 1 response('npuset’')

Pag Bac cHoBa BUOETb!

In [19]: 1 classify('s kakoe BpeMms Bbl paboTtaete?')

Out[19]: [('hours', ©0.99916303)]

In [20]: 1 response('s kakoe BpeMms Bbl paboTtaete?')

Mbl paboTaeT Kaxgblii feHb C 9:00 go 21:00

In [21]: 1 classify('Bbl npuHMMaeTe KapTbi?')

Out[21]: [('payments', ©.99686974)]

In [23]: 1 response('Bbl npuHUMaeTe KapThi?')

Mbl npuHuMmaem VISA, Mastercard v MWUP

In [24]: 1 classify('noka')
Out[24]: [('goodbye', 0.9846563)]

In [25]: 1 response('noka')
Xopowero fgHa!

Figure10 — Illlustrative example of a chatbot. Lines 19, 21, 24 probability of a

guestion belonging to a particular topic
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Since mobile applications are popular these days, chatbot can be integrated
into a mobile app (Figurell). Python can be used for web programming. We created
back-end part in this work. Front-end part of application can be created using web
frameworks for Python like Django or Flask and the mobile app can be created using
android studio for Android smartphones or XCode for apple devices.

Also, we created a website widget (Figurel2) and webpage for our chatbot.
Widget can be informative for people visiting companies’ websites and can give
needed information to the visitor or connect to the operator if needed. The widget

prototype was created using Django (Flask) software.

@@ @ 0.0K/s = i wil GD 20:32

£sﬁﬂ Chat Bot Al

e 0 e O o .

Ol pric i) i wry s,
o (e ey drd (R (PR

Thardis, than | really gl .

[ b o (mm i i P
WPy e

@
ey ;) Hello! Have you a question for
N me?

@
Y | like you, too.

Say Hello! SEND

Figurell — Chatbot mobile  Figurel2 — Chatbot widget for a website

application
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4 COLOUAJIBHASA OTBETCTBEHHOCTbD

B »Tom pasnene ykazaHbl BpeaHble (AKTOPhl HETaTUBHO BIMSIONIME Ha
OpraHu3M 4YEJIOBEKAa, TaKU€ KaK SJIEKTPOMArHUTHOE H3JIYyUYEHHUE, HEONTUMAIbHBIN
MUKPOKJIMMAT TOMEIIEHHUs, HEJOCTATOYHOCTh OCBEIICHUS U DJICKTPUUYECKUM TOK.
Taxke ykazaH xapakTep BpPEIHOTO BO3JCUCTBHUS JaHHBIX (DaKTOPOB HA OpPraHU3M
YeJIOBEeKa U MOCIEACTBUS UX JIJTUTEILHOTO U YPE3MEPHOTO BO3ICHCTBUS.

Takke paccMOTpeHbI BONPOCHI, CBSI3aHHbIE C OpraHu3anuell padboyero mecra
U YCJIOBUW, B KOTOPBIX OyJET pEaqu30BBIBATHCS MPOCKT, OMUCAHHBIM B JTaHHOM
paboTe, a UMEHHO, 00pabOTKa JaHHBIX MOJYYEHHBIX B TOJYYEHHBIX Ha pabodem
MEeCTe, B COOTBETCTBHM C HOpPMaMM TPOU3BOJICTBEHHONW CaHUTAPUU, TEXHUKH
0€30MacHOCTH U OXPaHbl TPYJIa U OKPYIKAIOIIEH CpPeIbl.

VYcnoBust Tpyaa OKa3bpIBaIOT MPsIMOE BO3ACHCTBUE Ha 370pPOBbE YEJIOBEKA U
€ro COCTOSHME B Iporecce paboThl, YTO OOYyCIaBIMBAeT KX OTBEYaTh BCEM
TpeOOBaHMAM O0€30MacCHOCTH W CaHUTApHO-TUTHEHUYECKUM TpeOoBaHusiM. Bce
(dakTopbl, BO3/EUCTBYIONIME Ha PaOOTHUKA B MPOLIECCE OCYIIECTBICHUS TPYIAOBOMN
NEATENIbHOCTH, TMPHUHATO pa3fensaTh Ha JBa TUIA: BPEOHbIE U OIACHBIC
IIPOU3BOJICTBEHHBIE (DAKTOPHI.

PaGounm mectom sBisieTcss ayautopust 427a 10-oro kopmyca Tomckoro
MOJINTEXHUYECKOTO YHUBEPCUTETA MO ajpecy mpocrekT JIeHuHa 2, pabodeil 30HOM
SBJISIETCSL CTOJI C KOMITBIOTEPOM.

B pamkax ganHOI paboThl pa3padoTaH 4aT-00T ¢ 00pabOTKOM €CTECTBEHHOTO
s3pika. OH MOXKET OBITh WCIIOJIb30BaH B MPEANPUATHAX JIJIST OOJETYeHUS] PYyTUHHBIX
3a/la4, TaKUX KakK: OTIpaBKa MHCEM MO OAJIEKTPOHHON TMOYTe, HSJIEKTPOHHBIM

JOKYMEHTO00O0POT, MMOMCK B UHTEPHETE H T/I.
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4.1 IIpaBoBble U OPraHN3aALMOHHBIE BONMPOCHI 00ecneYeHust
0e3onacHoCTH

4.1.19pronomunyeckue TpedfoOBaHUS K padoueMy MecCTy

B mpouecce paboThl, Bce MCIOJIb3yeMble MPEAMETHI JTOKHBI HAXOAUTHCS B
30HE pocsraeMocTd. OnTUMaIbHOE pa3MelleHre NPEIMETOB TPyAa U TIOKyMEHTaluU

B 30HaX JIOCATa€MOCTH MPUBEJIEHO Ha pucyHke 13.

K.

Pucynok 13 —30Ha ocsraeMocTH.
a — 30Ha MaKCUMAaJIbHOU TOCSATaeMOCTH;
0 — 30Ha JOCATaeMOCTH NaJIbIIEB MPU BBHITIHYTOU PYKE;
B — 30HA JIETKOM 10CATaEMOCTH JIAJJOHH;
I — ONTHUMAaJIbHOE TTPOCTPAHCTBO /IS TPyOOil pydHOI pabOTHI;

1l — ONITUMAJIbHOE TIPOCTPAHCTBO ISl TOHKOH pydHOi paboTsl [23].

4.1.2 Oco0eHHOCTH 3aKOHOIATEIbHOI0 PEryJTUPOBAHUS MPOEKTHBIX

peleHui

B cooTBeTcTBUM € TOCYapCTBEHHBIMHU CTaHAAPTAMHU U MPABOBBIMU HOPMaMH
oOecrieueHusi 0€30MACHOCTH TMPEAYCMOTPEHA paIllMOHAIbHASI OpraHU3alus Tpyla B

TEUEHUE CMEHBI, KOTOPas MpeayCMaTPUBAET:
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—  JITUTEIBHOCTH pabouel cMeHbI He OoJiee § 4acos;

—  YCTaHOBJIEHHE JBYX pErJIaMEHTUPYEMbIX IepepbiBoB (He MeHee 20
MHUHYT 1tocie 1-2 yacoB paboTsl, He MeHee 30 MUHYT Tociie 2 4acoB paboThI);

—  oOeneHHbIN nepepsiB HE MeHee 40 MUHYT.

O06s13aTenpbHO NPETYCMOTPEH MPEABAPUTENBHBIA MEIOCMOTP MpPU MpUEME Ha
paboTy U MepUOANYECKHE METOCMOTPHI.

Kaxxplil cCOTpyAHUK TOMKEH TPOUTH MHCTPYKTAX MO TEXHHUKE 0€30MacCHOCTH
nepes NpueMoM Ha paboTy U B JajibHEHIIeM, T0JKEeH ObITh MPONAEH HHCTPYKTAXK 10
ANEKTPOOE30NaCHOCTH U OXpaHe TpyJa.

[Ipennpusitue obecneunBaeT paboyuii MepcoHaT BCEMU HEOOXOIUMBIMU
CpelICTBAMHM WHJIMBUyalbHOW 3alUThl. TakuM 00pa3oM, MO MTOTY MpOJeiIaHHON
paboThl MOKHO C/I€JIaTh BBIBOJI O TOM, YTO paboyee MECTO MH)KEHEpPa COOTBETCTBYET
HopMaMm, ['OCTam u CanlluH. Tlo crenenu gusnueckoit Tspkectu paboTa MHKEHEpa

OTHOCHUTCA K KaTCTOPHUU JIETKUX pa60T.

4.2 Tlpou3BoacTBeHHAsi 6€30MACHOCTD

[Tpu pabote ¢ ANeKTpUUECKUMH MPUOOPaAMU BO3HUKAIOT Pa3IUYHbIC BPEIHbIE
(dakToOpbl, KOTOPhIE HETATUBHO BO3JIEUCTBYIOT Ha OpraHus3M 4denoBeka. Hampumep, B
pe3yabTaTe TOCTOSIHHOM  (PU3MYECKON WJIM MOpPaJIbHOM HArpy3kd 4eJIOBEK
UCIIBITHIBAET CWJIBHOE HAIPSIKEHHE, B PE3YJbTATE€ YEr0 BO3HUKAET XPOHUYECKHIA
ctpecc. B cBoro ouepenb, cTpecc CHOCOOEH MOBIUATH HA >KU3HEJCATEIBHOCTD
OpraHu3Ma, TO €CTh, YXYIIIHTh PabOTy OpPraHOB IbIXaHHUS, CEPACUYHO-COCYIUCTOU
CUCTEMBI, TUIIEBAPEHUS, JKelie3 BHYTpeHHeH cekperuu. JlanHas mpoOiema 4acto
paccMaTpHUBaeTCs B paMKax MCUX0(U3UOIOTHH.

Taxoke, mpu paboTe C INEKTPUUECKUMH MPUOOpPAMU BO3HUKAIOT BPEIHBIC U

onacHble ()aKTOphI, UX MEpEeUCHb NMpUBEAECH B Tadmuue 1.
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Tabnuua 1-OnacHble U BpeaHble (PAKTOPHI PU pabOTE C 3IEKTpOnpUdopaMu

Oransl paboT

®akropsl (TOCT 12.0.003-2015) HopMmaTtuBHbIE TOKYMEHTbI

Pazpa-
00TKa
Hszroro-
BJICHHE
DKcrya-
Talus

OTKJI0HEHHE NToKa3aTesleld MUKPOKINMATa
B [IOMEILIEHUHU

- - + | CI12.2.4.548-96 [24]

HenoctaTok ecTeCTBEHHOTO OCBSILIEHUSI - - +

HenocrarouHasi 0CBeIIEHHOCTh paboyeit CIT 52.13330.2016 [25]

30HBI ) ) *

o e e ovepoit | - | - | | Canllms 2.2.4.3359-16 [26]

MOJKET IPOUTHU Ue 63’T€J'I0 qeJIoBeKa FOCT 12.1.019-2017 [27]

0 P P TOCT 12.1.004-91 CCBT [28]
OBBIIIICHHAA HaprI)KeHHOCTI) _ _ + FOCT 12 1010-76 CCBT [29]

QJICKTPOMATrHUTHOI'O ITOJIA

4.2.10TK/I0OHeHUE MoKAa3aTe/ell MUKPOKJIMMATA B OMeIleHU |

MuUKpoKIUMaT SBISETCS BAXXKHOM XapaKTEPUCTUKON MPOU3BOACTBEHHBIX
nomenieHuid. B opranusme yenoBeka MPOUCXOIUT HENPEPHIBHOE BBIACICHUE TEILIA.
ODHOBPEMEHHO C TMpOLECCaMHM BBIACIECHUS TEIJIa MPOUCXOJUT HENpPEphIBHAS
TEIJIOOT/Iauya B OKpPYXawIlyl cpeny. PaBHoBecne Mexay BBIIEICHUEM TEIUIa U
TEIUIOOT/Aauel PEryJIUpyeTcsl MpollecCaMl TEPMOPETYJISLUU, T.€. CIHOCOOHOCTHIO
opraHu3Ma TOJIJIEPKUBATH MOCTOSHCTBO TEIUIOOOMEHA C COXPAaHEHHEM MOCTOSHHOMN
TeMrieparypsl Tena. OTaada Temia NpoOuCXOAUT Pa3IuYHbIMU BUIAMU: U3ITYUYEHUEM,
KOHBEKIIMEW, UCTIAaPEHHE BIIATH.

Hapymenue terioBoro 6ananca B yCJIOBHUSIX BBICOKOW TEMIIEPATypbl MOXKET
IPUBECTH K IIEPErpeBy Tella, W KaK CIEJCTBAE K TEIUIOBBIM yJaapam ¢
MOTEpEUCO3HaHusA. B  yCIIOBUSIX HH3KOW TEMIIEpaTypbl BO34yXa BO3MOXHO
MepeoxXJIaKICHUE OpraHu3Ma, MOTYT BOZHUKHYTh MPOCTYHbIE OOJIE3HU, PAAUKYIIUT,
Opouxur wu gpyrue 3aboneBanus. [lokazartenmsMu, KOTOpBIE XapaKTEPHU3YIOT
MHUKPOKJIMMAT padoueil 30HbI, ABISIOTCS:

—  Temmeparypa Bo3nyxa, °C;

—  OTHOCHUTEJbHas BIAXXHOCTh BO31lyXa, %o;

- CKOPOCTBb ABMIKCHHA BO31yXaA, Mm/c.
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OnTuMalibHbIE 3HAYEHUSI ATUX XapAKTEPUCTUK 3aBUCIT OT CE30HA (XOJIOAHBIM,
TEMIBIN), a TAKKE OT KaTEropuu (PU3NUECKON TsKecTH padboThl. [ maTemaTuka u
nporpaMMucTa oHa siBjsieTcsi Jn€rkou (la), Tak kak paboTa MpoBOAUTCS CUs, 0€3
CUCTEMATHUECKUX (PU3UYECKUX HATPY30K.

OnTumanbHble TIOKa3aTelud MHKpOKJIMMaTa pabodeil 30HbI, COrJacHo
CanlluH 2.2.4.548 [30], npencraBieHsl B TaOauIE S, JOMYyCTUMbIE — B Ta0iuIe 2, a
JOMYyCTUMBIE B Tabsuiie 3.

Ta6J11/1ua 2 — OnTuManbpHbBIE TTOKa3aTeIn MUKPOKJIUMATa

Temnepatypa OTHOCUTENbHAS BIAXHOCTh CKOpOCTh JBUKEHUS
[Tepuon roma A o
BOo3ayxa, °C BO3/1yXa, %o BO3JIyXa, M/C
Terusrit 23-25 40-60 0,1
XonoaHbeIin 22-24 40-60 0,1

Tabnuua 3 — JlomycTumble moka3aTeiau MUKPOKIMMAaTa

CKOpOCTh IBIKEHHE
Temneparypa Bo3ayxa, °C p A
BO3JIyXa, M/C
Mara3oH OTHOCUTEIbHAS Mara3oH Mara3oH
[Iepuon A Hwnamnazon A A
HIDKE BIIAYKHOCTh HIDKE BBIIIIE
rojaa BBIIIIE o
ONTHMAJIb- BO31IyXa, %o OINTHMaJIb- OIITHMAJIb-
ONTHMAJIb-
HBIX HBIX HBIX
HBIX BEJITUYUH
BEJTMYHH BEJIMYHMH BEJIMYHMH
TerbIi 21,0-22,9 24,1-25,0 15-75 0,1 0,2
XOJI0HBIN 20,0-21,9 25,1-28,0 15-75 0,1 0,1
Meponpustud 10O AOBEACHUID MHUKPOKIMMATHYECKUX TIOKa3aTeylerd [0

HOPMATHBHBIX 3HAUCHUM BKJIIOYAIOTCSI B KOMIUICKCHBIC ILIAaHBI HpeI[HpI/ISITI/Iﬁ 10

oXpaHe Tpyaa. ITO TaKUe MEPOTPUATHSI, KaK:

— MEXaHM3alus W aBTOMATU3alus [POU3BOJACTBEHHBIX IPOLECCOB,
JNUCTAHLIMOHHOE YIPABJICHUE UMU;
—  TpUMEHEHHE  TEXHOJOTHYECKHX  TPOIEecCOB H  000pydoBaHUA,

HCKJTIOYAIOIIUX 00pa30BaHUE BPEIHBIX BEIIECTB WM MOMaJaHus UX B pab0vyro 30HY;
—  YCTaHOBKA CUCTEM BEHTWJISLMHU, KOHIUIIMOHUPOBAHHUS, OTOILJICHUS.
K MeponpusatusiMm 1o 0340pOBJIECHUIO BO3AYIIHOW CpEAbl B MOMEIICHUHN
OTHOCSITCS MPAaBWJIbHAS OPraHW3alMs BEHTWISIMM U KOHIAWUIMOHUPOBAHUS BO3/1YyXa,

OTOIIIICHUC HOMCH.[CHHﬁ. BGHTI/IJ'IHI_[I/IH MOXXCT OCYIICCTBIATHECA CCTCCTBCHHBIM H
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MeXaHU4eckuM nyTéM. B 3uMHee BpeMsi B MOMEIIEHUU HEOOXOAUMO MPETyCMOTPETh
CHUCTEMY OTOILICHUSI.

[lo crtenenu ¢u3myueckoil TKECTH paboTa MNPOrpPaMMHUCTA OTHOCUTCSA K
KaTeropuu JErkux padbot. Takum 00pa3om, JesiaeM BbIBOJA O TOM, YTO pabodee MECTO
MPOrPaMMHKCTa COOTBETCTBYET HOpPMaM IOKA3aTelieil MUKPOKJIMMAaTa TaK, KaK €CTh
COOTBETCTBUE TEMIIEPATYPHBIM IOKA3aTEISAM B MOMEIICHUU B XOJIOJHBIM MEPUOM —
23,3 °C, u B temnslii mepuon — 24,6 °C. OTHOcUTENbHAs BIAXXHOCTh BO31yXa

cocTaBisieT 58%, 4TO COOTBETCTBYET IMANA30HY.

4.2.2HenocTaToK €CTECTBEHHOI'0 OCBEIICHUS

[Tomemnienuss ¢ TOCTOSTHHBIM — TpeObIBAHMEM JIIOJEH JOJDKHBI  UMETh
€CTEeCTBEHHOE  OCBeIleHHEe. be3  ecTeCTBEHHOro  OCBEIICHUS  JOIyCKaeTcs
IMPOCKTUPOBATh TOMEIICHUS C BPEMEHHBIM MpeObIBAHUEM JIIOJCH, IOMEIIECHUS,
KOTOpBIE ONpEeNeNICHbl COOTBETCTBYIOIIMMHU CBOJIaMH TMpaBWJI U CTaHAapTaMu
OopraHu3anuii Ha MPOCKTUPOBAHUE 3[aHUW W COOPYKEHUM, a TaKkKe MOMENIeHUS,
pa3MelleHre KOTOPhIX pa3perieHo B MOABAJIbHBIX ATaKaX 3IaHUN U COOPYKEHUH.

B y4eOHBIX U y4e0HO-TIPOU3BO/ICTBEHHBIX MOMEIIEHUSIX
0011eo06pa3oBaTeIbHBIX OpraHU3aIlni, UHTEPHATOB, po¢eCCUOHATTBHBIX
oOpa3oBaTeIbHBIX OpraHU3alii TpPH  OJHOCTOPOHHEM OOKOBOM  OCBEIEHUU
HOpMHpyeMoe 3HadeHue Kodddunuenta ecrectBeHHOW ocpemeHHocTd (KEO)
JIOJKHO OBITH OOECIEYEHO B pPACUYETHOW TOYKE, PACIOJIOKEHHON Ha TepeceueHuu
BEPTUKAIBLHOMN TJIOCKOCTH XapaKTEPHOTO pa3pe3a MOMEIIEHUs W YCIOBHOU paboueit
MOBEPXHOCTH HAa PAcCTOSHUU 1,2 M OT CTEHBI, HauOoJiee yNaJCHHOW OT CBETOBBIX
IIPOEMOB U UMETh 3HaueHue He 6oiee 0,5%[31].

PaBHOMEPHOCTP  €CTECTBEHHOI'O  OCBEIICHUSI HE HOPMHUpPYETCS  JJId
MIPOU3BOICTBEHHBIX TTIOMEIICHHU ¢ OOKOBBIM OCBEIIICHUEM.

B ayauTopuu mmeercs OHO OKHO C OJJHOW CTOPOHBI, YErO JOCTATOYHO ISt

9TOI'0 IMOMCIICHHS, TaK KaK B ayAUTOPUHU UMCCTCA HCKYCCTBCHHOC OCBCIUICHUC.
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4.2.3 HepocTraToyHasi OCBEIIeHHOCTh pado4eil 30HbI

[Ipou3BOJICTBEHHOE OCBEIICHHE SIBISETCSI HEOTHEMJIEMBIM  3JIEMEHTOM
YCJIOBUM TPYJIOBOM JAEATEIBLHOCTH YelioBeKa. [Ipu mpaBWIBHO OpraHM30BaHHOM
OCBEIIEHUU PpaboYero Mecta OOECIEeUMBACTCS COXPAHHOCTh 3PEHUS YelloBEeKa U
HOPMaJIbHOE€ COCTOSTHHME €r0 HEPBHOM CHCTEMBI, a TakXke 0€30MacHOCTh B MPOIECCe
pou3BoJIcTBa. [IpoU3BOAUTENHLHOCTh TPYJa U KA4€CTBO BBIMYCKAEMOW MPOIYKIIUH
HAXOJISITCS B MPSIMOU 3aBUCUMOCTH OT OCBEIIICHUSI.

[Ipu HEynOBIETBOPUTEIBHOM OCBEIIEHUH OIIYHIAeTCS YCTAJIOCTh TJia3 H
nepeyTOMJICHHE, YTO MPUBOJUT K CHUKEHHUIO paboTocrnocobHocTu. B psije ciyuaes
ATO MOXET TMPUBECTH K TOJOBHBIM O0isM. ['OJOBHBIE 0O0JIM Takke MOTYT OBIThH
BbI3BaHBI TYJIbCAIIUEH OCBEIIEHMUsS, YTO B OCHOBHOM SBJSICTCS PE3yJIbTaTOM
UCIIOJIb30BaHUS DJIEKTPOMArHUTHBIX MycKoperyaupyromux amnmapatoB (I1PA) mus
razopaspsIHbIX JiamI, paboratomux Ha yactote 50 [

st XapaKTePUCTHUKHU €CTECTBEHHOTO OCBEIIIEHUS HCIIOIB3YyeTCS
koddduinment ecrectBeHHor ocBemeHHoctn (KEO). Bemumuwmasr KEO  mis
pa3IMYHBIX MOMEIIeHUH JexaT B ipeaenax 0,1-12%.

OcBeméHHOCT, Ha pabodeM MecTe JIOJDKHA COOTBETCTBOBATH XapakTepy
3pUTENIbHOW  paboThI; pPAaBHOMEPHOE paclpejeieHue SpPKOCTH Ha padoueid
MOBEPXHOCTH W OTCYTCTBHE PE3KUX TEHEH; BEIWYMHA OCBEIICHHUS ITOCTOSIHHA BO
BpeMEHH  (OTCYTCTBHE  ITYJIbCAITUU CBETOBOI'O  TIOTOKA); OIITUMaJIbHAasI
HaMpaBJIECHHOCTh CBETOBOTO IOTOKA W ONTUMAJIbHBINM CHEKTpaJIbHBIA COCTaB; BCE
AJIEMEHTHl OCBETHUTEIIBHBIX YCTAHOBOK JIOJKHBI OBITH JIOJTOBEYHBI, B3PBIBO-,
oKapo-, AIEKTPOOE30MaCHEI.

Pabora ¢ mpubopamMu OTHOCHUTCS K 3PHTEIIBHBIM paboTaM cpeaHeld TOYHOCTH
JUIT TIOMEILEHUM KWIBbIX M oOmecTtBeHHBIX 3maHui. CornacHo CIT 52.13330.2016
[25], Takme noOMEIIEHHMS JOJDKHBI YIOBJCTBOPATH TPEOOBAHHUSAM, YyKa3aHHBIM B
Tabmie 4.

Ha paGouem wmecte coOmomatoTcss HEOOXOIUMBIE HOPMBI OCBEIIEHHOCTH

cormmacio ['OCT P 55710-2013[32]. «OcBemieHre pabounx MECT BHYTPH 3JIaHUMU.
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HOpMBI n MCTOJIbI H3MCp€HHﬁ». B AJIMHUHUCTPATHUBHBIX 3JaHUAX, 4 B YaCTHOCTH B

INOMCIICHUAX OJId 4YTCHHUsA, IHUCbMa H O6pa6OTKI/I JaHHBIX OKCILTyaTallMOHHAas

OCBEIIEHHOCTH J1okHa cocTaBisATh S00 JIK, 4To COOTBETCTBYET MOKa3aTENSAM.

Tabnuma 4 — TpebGoBaHUS K OCBEIICHUIO MOMEIICHUN KUJIBIX M OOIIECTBEHHBIX

3/IaHUM MIPU 3pUTENILHON paboTe cpeHel TOUHOCTH

Xapakte | Haume | Pa3p | [lompa3 | OtHOocuTENBH HckyccTBeHHOE EcrecTBennoe
pUCTHKA | HBIIWH | si1 pan ast OCBEILIEHNE OCBEILIEHUE,
3PUTENBH | WIH | 3pUT | 3pUTEN | MPOIOJIKHUTE KEO ex, %,
oi JKBHUBA | €JIbH | BHOWU JIBHOCTh npu
paOoTel | JeHTH | oW | pabotsl | 3putenbHON | OcBemienno | Koaddu | Bepxue | boko
13171 pabo paboThI Ipu CTh Ha HHUEHT M WJIH | BOM
pa3Mep | Tbl HaIpaBJICHUU | paboueit nmyJibcal | KOMOUH
00BEKT 3peHHs Ha | TIOBEPXHOCT uu UPOBaH
a pabouyto U OT OCBEIICH HOM
paznud MOBEPXHOCTb, | CHCTEMBI HOCTHU
EHMS, % o01mrero Km, %,
MM OCBeIIIeHHsA, | He OoJee
JIK
Bricokoii | Bonee B 1 He menee 70 150 20 2,0 0,5
TOYHOCTH 0,5 2 Menee 70 100 20 2,0 0,5

4.2.ATloBbIlIEHHOE 3HAYEHNE HATIPSAKEHUS B JJIEKTPUYECKOM 1enH,
3aMbIKaHHE KOTOPOH MOKeT NPONTH Yepe3 TeJI0 YeJI0BeKa

N3meputensHble TpHOOPHI TOJDKHBI TMOAKIIOYATHCS K CETH IUTaHUS,
UMerolue 3amuTHoe 3a3emiieHne. COequHSATh U Pa3beAUHITh BWIKH, PO3ETKHU
AIEKTPUUECKUX COEIMHEHHM [OMYCKAeTCs TOJIBKO MPH BBIKIIOYEHHOM CETEBOM
BBIKJTIOYATEIIE.

OCHOBHBIMH TPUYMHAMHU NOPAKEHUS YEJIOBEKA AIEKTPUYECKUM TOKOM MOTYT
OBITH CIICTYIOIINC:

—  HEMNOCPEJNCTBEHHOE  MPUKOCHOBEHHWE K  TOKOBEAYIIMM  YacCTAM,
OKa3aBUIMMCS TI0]1 HAMPSHKEHUEM;

—  COINPUKOCHOBEHUE C KOHCTPYKTUBHBIMHM YaCTSIMH, OKA3aBIIUMUCS IOJ
HaIpsKEHUEM.

DNEeKTpUYECKU TOK, MPOXOJs 4Yepe3 OpPraHu3M 4YeJOBEKa, OKa3bIBAET
Ter1oBoe (0KOTrM, HarpeB COCYJ0B), ME€XxaHW4ecKoe (pa3phiB TKaHEH, COCYI0B MpHU
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CYJIOPOXKHBIX  COKpAILIEHUSX  MBIIII), XUMHUYECKOe  (DJIEKTPOJIU3  KPOBH),
Ouonormueckoe  (pasApakeHrMe U BO3OYXKJIEHHME  JKMBOM  TKaHU)  WIH
KOMOMHUPOBAHHOE BO3/ICHCTBHE.

OCHOBHBIMM ~ CpEICTBAMM M  CIOCOOAMM  3alIUTBl  OT  MOPaKEHUS
AIEKTPUUECKUM TOKOM SIBIISIFOTCSI:

—  HEJOCTYHNHOCTh TOKOBEIYIIMX YacTEH JJIsl CIly4ailHOro MpUKOCHOBEHHS,;

—  3alIUTHOE 3a3eMJICHUE, 3aHYJICHUE WA OTKIIOUYEHUE;

—  BBIBEIIMBAHUE MPEIYNPEKTAONTUX HAUCEH;

—  KOHTPOJIb 32 COCTOSIHUEM H30JIALIMH dJIEKTPUUECKUX YCTAHOBOK;

—  HUCHOJIb30BaHHE JOMOJHUTEIbHBIX CPEICTB 3aLIUTHI.

TpebGoBaHus 31EKTPOOE30NACHOCTH 3JEKTPOYCTAHOBOK MPOU3BOJICTBEHHOTO
U OBITOBOTO HA3HAYEHUs Ha CTaJUSAX NPOEKTHUPOBAHUS, W3TOTOBIICHMS, MOHTaXa,
HaJaJIK1, UCIIBITAHUA M IKCIUTyaTalllMH, a TaKKe TEXHUYECKHE CIOcOObl U CpeiCcTBa
3allUThI, 00ECIEeUNBAIOIINE DJIEKTPOOE30MacCHOCTh 3JIEKTPOYCTAHOBOK PA3IHMYHOTO

HasHauenus npuseaensl B 'OCT P 12.1.019-2017 [27].

4.2.5 lloBbIlIEHHBIH YPOBEHDb JJIEKTPOMATHUTHBIX U3JyYeHU

B kadecTBe MCTOYHMKA SJEKTPOMArHUTHOTO HW3IIy4YCHHs] B JaHHOW pabore

paccMaTpHUBAIOTCS CPEACTBA U3MEPEHUS U DIICKTPUUECKHUE PUOOPHI.
Crenensp u xapakrep BozneiictBus OMII Ha opraHusm yenoBeKa 3aBUCHT:

—  OT UHTEHCHUBHOCTH U3JIyYCHMUS;

—  YacTOThI KOJIcOaHMI;

—  TIOBEPXHOCTH TeJia 00Jy4aeMoro;

—  UHAUBUAYaITbHBIX OCOOCHHOCTEHN OpraHn3Ma;

—  pexuma o0myueHus (HempepbIBHBIM 158105 PEPBIBUCTHII)
MPOAOJKUTENBHOCTH BO3/IEUCTBUS;

—  KOMOWHUPOBAHHOTO JEUCTBHUS JpYrux (HaKTOPOB MPOU3BOIACTBEHHOM

Cpe/Ibl.
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B nunanazonax mpOMBIIIJIEHHON 4YacTOThHI, PaAMO4YacTOT, MHGPAKPACHOTO U
YaCTUYHO YJIbTPaUOJIETOBOIO CBETA DJIEKTPOMArHUTHBIC TIOJISI OKA3bIBAIOT TEIIOBOE
Bo3xeucteue. lleperpeBanne OTHAENbHBIX TKAHEW W OpPraHoB BENET K UX
3a00JIeBaHUsIM, a TIOBBIINICHUE Temrmeparypbl Tena Ha 1 °C u Bbilie BOOOIIE HE
Oy CTUMO.

BnusiHve 5I€KTPOMAarHUTHBIX HW3IYUYEHUN 3aKIIOYaeTCsl HE TOJBKO B UX
TEIUIOBOM BO3JCUCTBUM. MMUKpONPOUECCHl, MPOTEKAIOIMIME B OpPraHu3Me IOJ
JNEUCTBUEM U3IIYUYECHHH, 3aKIIOYAlOTCS B TOJISIPU3AllMA MaKpOMOJIEKYJl TKaHEH u
OpPUEHTALIMM WX MapayICIbHO JJIEKTPUYECKUM CHJIOBBIM JIMHUSM, YTO MOXKET
OPUBOAUThL K W3MEHEHHMIO CBOWCTB MOJIEKYJI; OCOOEHHO JJISI YelOBEYECKOIro
OpraHu3Ma Ba)kKHa IMOJISIpU3alys MOJIEKYJ BOJbI.

JImuTenbHOE U CUCTEMAaTUYECKOE BO3/IeMCTBUE Ha yenoBeka noJsiei BU n YBY
BBI3BIBACT:

—  TIOBBIIIEHHYIO YTOMJISIEMOCTb;

—  TOJIOBHYIO 0OJIb;

—  COHJIMBOCTS;

—  TUIIEPTOHHIO;

—  Oonwm B obyacTu cepna.

JlnutenpHO€ W CcHCTeMaTHYeCKOoe Bo3leiicTBHEe Ha denoBeka moseir CBY
BBI3BIBAET, KPOME TOTO:

—  H3MEHEHHS B KPOBH;

—  KaTapakTy (IOMyTHEHUE XpyCTallhKa IJia3a);

—  HEPBHO-TICUXUYECKHE 3a00IeBaHUS.

CornacHo CanlluH 2.2.4.3359-16 [26], mpemenbHO AOIMyCTHMBIC YPOBHH
SHEPreTUYECKUX SKCIO3UIMI 3JIEKTPOMAarHUTHOTO MoJis Auana3ona yactoT > 30 kI
- 300 I'T', HE MOMAKHBI MPEBBINLIATH 3HAYEHU, PUBEACHHBIX B Ta0IULE S.

JInsl MOHM)KEHUsT YPOBHS HANIPSKEHHOCTU AJIEKTPOMArHUTHOTO TOJIS CHEAYET
WCMOJIB30BATh MOHHUTOPBI C ITOHW)KEHHBIM YPOBHEM U3JIyYCHMS, yCTAaHABIMBATH

3allUTHBIE  DKPAHbI, YCTPAHATh HEUCIPABHOCTH. A  maua  TpOoQHIaKTHKA
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KOMIIBIOTCPHOI'O 3PUTCIBHOIO0 CHUHAPOMA, YJIYUYIOCHUS BHU3YyaJIbHBIX MoKa3aTejacu

BHUJICOMOHHTOPOB,

YTOMJICHHS

ITOBBIIIICHUA

BO3MOKHO IIPUMCHCHHC

paboTOCIOCOOHOCTH,

3alllUTHBIX OYKOB

CHMKCHUA

Cco

dbunpTpamu, paspenieHHbIXx Mun3npaBoM Poccuu myist paOoThl ¢ MEPCOHATBHBIM

KOMITBIOTEPOM.

Ta6nuna 5-IIpenensHo AOMYyCTUMBIE YPOBHU SHEPIETUUECKON IKCTIO3UIIUU

Jlnama3zoHbl 4acTOT

[IpenenbHO TOMYCTUMBIE YPOBHH SHEPTrETUUECKON IKCIIO3ULIHHI

ITo sanexrpuueckoin

T1lo MmarauTHOM

Ilo m10THOCTH ITOTOKA

COCTaBJISTIOIIEH, COCTaBJISTIOIIIEH, SHEPTUH
(B/M) 2 x4 (A/M) 2 x4 (MxBt/cm) 2 x4
30 x['u-3 MI'n 20 000,0 200,0 -
3-30 MI'p 7000,0 - -
30-50 MI'n 800,0 0,72 -
50-300 MI' 800,0 - -

300 Mro-300I' T

200,0

3pUTENBHOTO

CIICKTpaJIbHBIMHU

Ha pa60qu MCCTC MMPpOrpaMMuCTa UCIOJIB3YIOTCA MOHHUTOPLI C ITOHWKCHHBIM
YPOBHCM H3JIYUCHUA. Takum 06pa30M MOXHO CIACJaTb BBIBOA O TOM, 4YTO pa6oqee

mMecTo cooTBeTcTBYeT HopMaMm CaunlluH 2.2.4.3359-16 [26].

4.3 DkoJgornyeckass 0€30MaCHOCTH

B  Hacrosimiee Bpems, Korma BcTaeT  npoOjeMa  palroOHAIBHOTO

UCIIOJIb30BaHUSL IIPUPOIHBIX PECYPCOB, OXPaHbl OKPYKAIOLIECH Cpenbl, YAEIACTCS

O0onpIIOE  BHMMAHHE OpTaHM3AlMUd  PAa3yMHOTO BO3JACHCTBUS  Ha

MIPUPOAY.
Heobxoanmo coBeplIeHCTBOBATh TEXHOIOTHYECKHE MPOIECCH C LETbI0 COXPAHEHHsI
OKpYXaIoIIEel Cpe/ibl OT BPEHBIX BEIOPOCOB.

B cBs3u ¢ Tem, 4TO OCHOBHBIM CPEJACTBOM paOOTHI SIBISIIOTCA CPEACTBA

U3MEPEeHUS W DJIEKTPUYECKHME TPUOOPHI, CEPbEe3HOW TPOOIEeMON  SBISETCS

ANEKTponoTpedaeHne. DTo BieYeT 3a co0oi 0o0muil pocT o0beMa MOTpedisseMon

anekTpodHeprun. sl  yAOBIETBOPEHHST MOTPEOHOCTH B AJIEKTPOIHEPTHH,

IPUXOOUTHCA YBCINYNBATHh MOIIHOCTD u KOJIN4YCCTBO 3J'I€KTpOCTElHI.IHfI.

COOTBGTCTBCHHO, pocT 3H€pFOHOTpG6J’IeHI/IH MNPpUBOAXUT K TAaKHM 3KOJIOIMYCCKHM
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HApYIICHUSAM, KaK TrJ00albHOE MOTEIUICHHWE KIMMarta, 3arps3HeHne aTtMochepsl u
BOJIHOTO OacceifHa 3eMiu BpEAHBIMU U SIIOBUTHIMH BEIIECTBAMHU, OMACHOCThH aBapuil
B SICPHBIX peakTopax, u3MeHeHue nanamadta 3emnn. Llenecoobpa3HbIM SBIsETCS
pa3paboTKa M BHEAPEHUE CUCTEM C MaJlbIM MOTpeOIeHneM SHepruu. B ayauropun He
BEJIETCSI HUKAKOTO TMpOW3BOACTBA. K 0TX0mam, MPOWM3BOAUMBIM B MOMEIICHUH,
MOKHO OTHECTH OBITOBOW Mycop. CTOuHBIE BOABI 3AaHHUS OTHOCSTCS K OBITOBBIM
CTOYHBIM BOJaM. 3a WX OYHMCTKY OTBEUAeT TOPOJCKON BojokaHasi. OCHOBHOW BH
Mycopa — 3TO OTXOJBI Me4aTH, OBITOBOW Mycop (B T. Y. TFOMHUHECIICHTHBIC JIaMIIbI),
HEHWCIPAaBHOE DJJIEKTPOOOOPYIOBaHHE, KOPOOKHM OT TEXHHKH, HCIOJIb30BaHHAs
Oymara. YTuim3amusi OTXOJIOB MeYaTH BMECTE C OBITOBBIM MYCOPOM IPOUCXOIHUT B
nopsiike, omucaHHoM B D3 or 24.06.1998 Ne89-d3 (pen. ot 25.12.2018) «O6
0TXOJIaX MPOU3BOJICTBA U ToTpebneHus» [33] u B pacnopspkenuu [IpaButenscrBa PO
or 25.07.2017 Nel589-p [34] ocymiecTBisieTcsi COTPYIHUKAMHU JIabOpaTopuu u
IpeyCMaTPUBACT CIICIYIOIIHE TATIBI:

1. IlpaBunbHOe 3amoOJHEHHWE akTa CHMCAaHUA C YyKa3zaHueM (Qakra
HEBO3MOYKHOCTHU JJaJIbHEHIIEH 3KCIUTyaTalluy MEPEUYNUCICHHON B aKTe€ U3MEPUTENBHON
TEXHUKH, O UEM UMEETCS aKT TEXHUUYECKOT0 OCMOTpa;

2. OcyllecTBICHUE CIUCaHUS TNEPEUYUCICHHOM B aKTe HM3MEPUTEIbHON
TEXHUKHM ¢ OajlaHca NpEJNpUATUs C YKa3aHHEM B OyXrajiTepcKOM OT4YeTe, TaK Kak
YTUIM3alUsl BO3MOXKHA JUIsI OCYILECTBICHMS TOJIBKO IIOCJIE OKOHYATEIbHOIO
CHHMCAHUS;

3. HemocpenctBeHHO yTWiIM3alMsg H3MEPUTENBHOW TEXHUKU C IOJHBIM
J€MOHTaXEM YCTPOMCTB Ha COCTABIISAIOLIUE ACTAH C MMOCIEAYIONIEH COPTUPOBKOIL 11O

BUJIaM MaTepHAJIOB U WX JalbHEHIIIeH nepenaueii Ha epepadaThIBAIOIINE 3aBOIBI.

4.4 bBe30nacHOCTH B Ype3BbIYANHBIX CUTYAIUAX

qPGBBBIqaﬁHBIMH curyallusaiMnu B HOI[O6HI>IX IIOMCHICHUAX MOI'YT OBITH

nokapbl. OCHOBBI MOXKapHOU Oe3omacHocTH onpenerneHbl mo 'OCT 12.1.004-91 [27]

u TOCT 12.1.010-76 [28].
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Bce mpoumsBoacTBa IO MOMXKApHOM OIMACHOCTH MOAPA3AEISAIOTCS Ha S
kareropuii: A, b, B, I', JI. Ayautopusi, B KOTOpoil OyneT BBINOJHATHCS padoTa,
OTHOCUTCS K Kareropuu B.

[IpuunnamMu moxkapa MOTyT OBITh:

—  TOKH KOPOTKOT'O 3aMBbIKaHUS;

—  DJEKTPUYECKHUE NEPErPY3KH;

—  BBIIEJEHHE TEIUIa, HWCKPEHHME B MECTax IUIOXMX KOHTAaKTOB IIPHU
COEIMHEHNH MTPOBOIOB;

—  KYpPEHHE B HEIOJIOKEHHBIX MECTaX.

Tymienne ropsiero 31eKTpOoOOOPYIOBaHMS MOJA HAIMPSKEHUEM JIOJDKHO
OCYUIECTBIISIIOTCS MMeEImUMUcS orHerymurensimu OY-5. UtoOsl mpeaoTBpaTUTh
NoKap B ayIUTOPUH, HEOOXOANMO:

—  colepXkaTh MOMEIICHHE B YHCTOTE, YOUpaTh cBoeBpeMeHHO Mmycop. [lo
OKOHYAaHUU PabOThI MOBOJUTHCS BllaXKHasi yOOpKa BCEX TTOMEILICHUI;

—  pabota JOJKHA IIPOBOJAUTHCS TOJIBKO pu VCIIPABHOM
ANEKTPOOOOPYI0BAHUY;

— HAa BUJHOM MeCT€ JOJOKEH OBITh BBIBEIICH IUIAH OJBaKyallud Wu3
MIOMEIIEHUS C yKa3aHHeM 000pyI0BaHUs, KOTOPOE HYXKHO 3BAKyHPOBATh B MEPBYIO
odepeb;

—  YXOIAIIMHK U3 MOMELICHUS IOCIECIHUM JOJKEH MPOBEPUTH BBIKIIOUECHBI
JU HarpeBaTelbHbIe MPUOOPHI, DIEKTPONPUOOPHl U T.J. U OTKIIOYEHUE CUJIOBOU U
OCBETHUTEIBHOU JIEKTPUUECKOM CETH.

Taxxe HE0OX0AMMO COOJTIOICHHE OPraHU3AIMOHHBIX MEPOTIPHUSATHI

—  TpaBWIbHAS DKCIUTyaTallus MpuOOPOB, YCTAHOBOK;

—  TIPaBWIBHOE COAEPKAHUE ITOMELICHUS;

—  TOPOTHUBOIOKAPHBIA UHCTPYKTAX COTPYIHUKOB ayJUTOPUH;

—  U3J1aHue MPUKA30B 110 Bonpocam ycuieHus 11b;

—  opraHuzanusi  JOOPOBOJBHBIX  MOXApHBIX  JIPY>KUH,  MOXKapHO-

TEXHUYECKUX KOMHCCHH;
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—  HaJM4Me HAIIAIHBIX OCOOMM U T.II.

B cnydasx, xorga He ynmaeTcs JIMKBUAWPOBATH IOXKAP CaMOCTOSITEIBHO,
HE00XO0IMMO 3BAKYHPOBATHCA BCJIE] 3a COTPYIHUKAMU MO TUIaHY BaKYyallUH U JKJaTh
IpUe31a CIENUANNCTOB, IMOXAapHUKOB. [Ipr BO3HMKHOBEHMH TOXKapa JOJKHA
cpaboTaTh CHUCTEMa MOXKAPOTYILIEHUS, H3J1aB MPEeAYNPEAUTEIbHbIE CHUTHAJbl, H
IepeaB Ha MyHKT NOKApHOW cTtaHiuu curHain o YC, B ciaydae ecnu cUCTEMa HE
cpaboTtana, 0 KakuM-JIMOO NMpPUYMHAM, HEOOXOIHMMO CaMOCTOSITEIBHO IPOM3BECTH
BBI30B MOKApHOU ci1y»kO0bI 110 Tenedony 101, cooOuuts Mecto Bo3HUKHOBeHUS YC U

OXKUIAAaTh Iprue3aa CricuuajInucCToOB.

4.5 BbiBoasbl no pazaeny «CouuajbHasi 6€30MaCHOCTDY

Takum 06pa30M MOXHO CHOCJIaTb BBIBOA IIO BCEMY pPa3AcCily «COIII/IaJ'IBHaSI
OTBCTCTBCHHOCTDB», qTOo Ha pa60qu MECCTC I10Ka3aTcjIin MUKPOKJINMATa,
OCBCHICHHOCTHU U 3JICKTPOMAIHUTHBIX I/I3Hy‘{€HHﬁ HaXOoJATCA B HOPMCEC, YTO I'OBOPHUT O
0e301acHOCTH JJIA 49CJIOBCKaA. AHanm3 BBISIBIICHHBIX OIACHBIX (b&KTOpOB pa60qer0
ITIOMCIICHUA IIOKa3all, qTo 3J'I€KTpO6€30H&CHOCTL, HO}Kap06C3OHaCHOCTB )41
JKoJIoTHYecKas 0e3011acHOCTh HaXOJATCA 1104 KOHTPOJICM, U BCC HCO6XOI[I/IMBI€ MCPBI

U1 obecTieueHus1 0€30MacHOCTH IPUHUMAIOTCS.
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3) ®UHAHCOBBIA MEHEJJ)KMEHT, PECYPCOR®®EKTUBHOCTH U
PECYPCOCBEPEXEHUE

B Hay4HO-HCCIIEIOBATENBCKUX MPOEKTaX BAXKHYK POJIb HUIPAET €ro
KoOMMepuuanu3auus. Pa3paboTunkaM M HccaeAoBaTeNsiM CIIeIyeT YUUTHIBATh TAKUE
(dakToppl Kak €ro 3KOoHOMHUYECKas 3()PEKTUBHOCTb, KOHKYPEHTOCHOCOOHOCTH U
HKOJIOTUYHOCTD, TaK KaK CIIOHCOPBI U AOHOPHI 00paliaroT Ha 3T0 0c000€ BHUMAHHUE.
PenTabenbHOCTh MPOEKTa 3aBUCUT OT €€ CeOECTOMMOCTH, BPEMEHU Ha peain3aluio u
CIIpoC.

B nannom pasznene paccMatpuBaercs pazaen kommepueckas Boiroga HMOKP

U pacyeT 3aTpaT, HeOOXOAUMBIX JJis €€ MPOBEICHMUS.

5.1 IlpennpoeKTHBIH aHAIN3

5.1.1 IloreHnuaJbHbIEe MOTPEOUTE]N Pe3yJIbTATOB UCCIEI0BAHUSA

Pa3paboTunk 3amHTEpecOBaH B MOHETH3AIMU €r0 MPOEKTa, MPUUEM IMPOEKT
JoJIKeH o0ecreunTh MPUObUTH B TOCTaTOYHOM o0Beme. [loaromy nepen pazpaboTkoi
HE00XO0IUMO YETKOE MPEACTABICHUE O TOM, KTO SIBJISIETCS KOHEUHBIM MOTpeOUTENEM,
T.€. IIeJIEBOM PHIHOK U CETMEHTHPOBATH €rO.

IleneBoil pBIHOK — CErMEHTHI pPhIHKA, Ha KOTOPOM OyIeT MpoAaBaThCA B
OynymieM paspaborka. CerMeHT pbhIHKa — 3TO O0COOBIM 00pa3oM BBIJICJICHHAS YacTh
pBIHKA, TPYNmbl TOTpeOuTEeNe, O00JaNamuX  ONpEJCICHHBIMA  OOIIUMHU
npu3HakamMu. CerMeHTHPOBAaHUE — ATO pas3feieHHe IMOKyNaTesJe Ha OJHOPOIHBIC
TPYIIBL, IS KQXKI0W U3 KOTOPBIX MOXKET MOTPeOOBaThCS OMpPENeNIEHHbIN TOBap WIN
yciryra [35].

B xone mamHOW paboThl ObLT pa3paboTaH 4YaT-00T, KOTOPBIA IO3BOJISET
aBTOMATU3UPOBATh OOJBITMHCTBO TPOIECCOB ISl COTPYIHHUKOB TPEINPUSATUN, UTO
MO3BOJISIET CYIECTBEHHO COKPATUTh BPEMs MPHU BHITIOJTHEHUU MOBCEIHEBHBIX 3ajad,
TAaKUX KaK DJIEKTPOHHBIA JTOKYMEHTOOOOPOT, OOydYeHHE COTPYIHUKOB, OTIIpaBKa

IIHMCEM C BHCKTPOHHOﬁ IIOYTHI U TaK JaJICC.

58



HGHGBBIM PBIHKOM 4yaT-00TOB  SIBJISFOTCS KOMMCPYCCKHUE OpraHu3alnuu.
KpI/ITepI/IHMI/I CCrMCHTHUPOBAHMA B HallEM Clydac BbICTYIIAOT KOMIIAHHMHM M

TpeOyeMblil 1 HUX (PyHKUMOHAn. Pe3ynbTaT cerMEeHTMPOBAaHMS MPEICTaBIECH Ha

puc. 14.
Ilo Tpedyemomy pyHKUMOHATY
Yar-6ot ais noucka | Yar-60T ¢ Yar-60T C
UHPOPMALIUU 1 pacIImpeHHBIM paciupeHHBIMA
00pabOTKH MPOCTHIX | PYHKIIMOHATIOM BO3MOKHOCTSIMU U
3ampocoB Ha (oTmpaBka COOOIIEHHU | THOKOM HACTPONKOU
€CTECTBEHHOM S3BIKE | IO JIEKTPOHHOU BCEX (PYHKIIMI.
10YTe, 3aIOJTHEHNE
JOKYMEHTOB H
3JIEKTPOHHBIN
JOKYMEHTO000pOT)
= K
= pYITHBIE
=
<
=
= Cpennue
Z
=9
L
= Menkue
3]
A

Pucynok 14 — KapTta cerMeHTHpOBaHUS PbIHKA 4aT-00TOB

5.1.2 AHaiu3 KOHKYPEHTHBIX TeXHHYECKHX pelleHuid ¢ MNo3HIHH

pecypcod3dPeKTUBHOCTH U pecypcochepeKeHus

HyxHO mpoBecTr aHanM3 CyHIECTBYIOIIMX KOHKYPUPYIOIIUX pa3padOTOK Ha
peiHKe. Tak Kak pBIHKK TOCTOSHHO pAa3BUBAIOTCS OSTOT aHAU3 JOJDKEH OBITh
CUCTEeMaTHYeCKUM. AHanmu3 MoJo0HBIX pa3paboTok mo3BojisieT Oosiee APHEKTHBHO
KOHKYPHUPOBATh C OINIMOHEHTAMHU MyTEeM BHECEHHsI KOPPEKTUPOBOK B MPOEKT. BakHa
peanucTUyYHas OIICHKAa KOHKYPEHTOB. J[[JI1 ASTOro Hy»XHO HCIOIB30BaTh BCIO
uHpopmarmio 00 ux pa3paboTKax TaKue Kak:

—  Texauueckue XapaKTEPUCTHKUA Pa3paOdOTKH

—  KOHKypeHTOCITOCOOHOCTh

—  3aBEpLICHHOCTH MPOEKTA
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—  bromxer

—  YpoBeHb NPOHUKHOBEHHUS HA PHIHOK

—  DuUHAHCOBOE IOJ0KEHUE

AHnanus KOHKYPEHTHBIX ~ TEXHUYECKMX  peHIeHUHU C MO3ULUHU
pecypcodPhHeKTUBHOCTH U PeCypcoCOEpEeKeHHUs] TO3BOJISIET IPOBECTHU OILCHKY
CPaBHUTENIbHON 3(P(HEKTUBHOCTH HAYYHOU pa3paOOTKH U ONPENEIUTh HANpaBICHUS
Uil ee OyAyIIero MoBbIlIeHHs. AHaNU3 NpoOBeJeH B Ta0auue 6, rae KOHKYpeHT 1 —
s10 Kommanus «Singularika» [36], u koukypeHT 2 — kommnanust «Kpox» [37].

AHau3 KOHKYPEHTHBIX TEXHUYECKHUX PEIICHUN onpeaessieTcs mo hopmylie:

n
Ki = z BiBi
= 6)

rieK — KOHKYypeHTOCHOCOOHOCTh pa3pabOTKM WM KOHKypeHTa; B; — Bec i-ro

nokasarens (B 10X eIuHulbl); b; — 6amn i-ro mokasaresnsi.

Tabmuma 6 — OreHouHas KapTa JJisi CPaBHEGHHMS KOHKYPEHTHBIX TEXHUYECKUX
pelIeHU
Konkypenrocnocod
Bbanasbi yp
Kpurepuu onenkn Bec HOCTh

B(l) ‘ BKI ‘ BK2 K(l) ‘ KKl ‘ KK2
TexHuyecKHe KPUTEPUU OLlEHKHU pecypcoddekTuBHOCTH

1. CnocoOCcTBYeT YBEJIMYEHUIO CKOPOCTH

05| 5 4 4 1075 | 06 0,6
BBIIIOJIHEHNs PYTHHHBIX 32/124

2. Y100CTBO B KCILTyaTalMU
(cooTBETCTBYET TPEOOBAHUSAM
norpeouTesieii, Bce yHKIUM BHYTPHU
OTHOTO NMPHJIOKEHHUS)

3. be3onacHocth 0,10 | 4 4 4 0,4 0,4 0,4
4. HaneKHOCTh 0,10 | 4 3 3 0,4 0,3 0,3
5. [IpocroTa 3xcniyaraunuu (MOHSITHbII

013 | 5 5 5 | 0,65 | 0,65 | 0,65

N 0,09 | 5 4 4 | 045 | 0,36 | 0,36
uHTep(eiic U pyHKINHN)

IKOHOMHUYECKHE KPUTEPHH OlleHKH 3P PeKTHBHOCTH

6. Ilena 010| 5 3 4 0,5 0,3 0,4
7. KOHKYpeHTOCI0COOHOCTh MPOAYKTA 0,09 | 4 4 4 0,36 | 0,36 | 0,36
8. [IpeamosiaraeMslii CPOK IKCILTyaTAUNHU 009 | 5 5 5 0,45 | 0,45 | 0,45
9. Cpok BbIX0/1a HA PHIHOK 0,08 | 4 5 5 0,32 0,4 0,4
10. Mocaenpoaa:xHoe 00CTy:KMBaHUE 0,07| 5 3 3 0,35 | 0,21 | 0,21

Hroro 1 46 | 40 | 41 | 463 | 4,03 | 4,13
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Takum 00pa3oM, KOHKYpPEHTOCIOCOOHOCTh Halled pa3paboTKH cocTaBuia
4,63, B To Bpems kak y «Singularika» u «Kpok» stor moka3atens coctaBui 4,03 u
4,13 cootBeTCTBEHHO. Pe3ynbTaThl MOKA3bIBAIOT, YTO JaHHAs pa3paboTKa sIBISETCS

KOHKYPEHTOCIIOCOOHOW U MMEET MPEUMYILECTBA [0 HEKOTOPBIM KPUTEPHUSM.

5.1.3SWOT-anaaus

SWOT-ananu3 — 5TO KOMIUIEKCHBI CTpaTerM4eCKUi aHajiu3 HayudHO-

HNCCIICA0BATCIBCKOI'O HCCIICAOBAaHUA

OpoeKTa, KOTopas MpUMEHSeTCs IS
BHYTPEHHUX M BHemHUX cpenbl npoekta. SWOT — 310 anrnuiickas abbpeBuarypa,
KOTOPYIO MOXXHO pacmudpoBatrh kak Strengths (cumsable croponsr), Weaknesses
(cmadbie cToponsr), Opportunities (Bosmoxuoctn) u Threads (yrpo3sr).

AHanu3 MNpOBOJIUTHCA B HECKOJBKO dTanoB. Ha mepBom »sTame HYXKHO

ciaobie

CHWJIBHBIC H BO3MOXHOCTH M  YI'PO3bI

ONPEICIUTh JTH CTOPOHBI,
OTHOCHUTEJIBHO HAIIIETO MPOCKTAa.

Ha BTOpOM »Tame HY)XHO CO3/1aTh HECKOJIBKO WHTEPAKTHUBHBIX MAaTPHI] U
IIOCMOTPETh pa3ju4yHbIe B3aMMOCBSI3M Ha Imare 1. B HWHTepakTHBHOW MaTpuIie
CTaBUTBHCS 3HAK «1», €CIIM OJHU XapaKTCPUCTUKU CUJIBHO COOTBETCTBYIOT JAPYTUM
(HampuMep, COOTBETCTBHE CHJIBHBIX CTOPOH BO3MOXKHOCTSIM), 3HAK «-», €CIU 3Ta
cBs3b cnabas u «0», eciu HMMEIOTCA COMHEHHS. VIHTEepakTHBHBIC MAaTpPHIIBI
npuBeeHbl B Tabumnax 7-10.

TpeTI/Iﬁ 9Tall — 9TO ACJIAThb JIOTHYCCKUC BBIBOAbI MCXOOA M3 MHTCPAKTHUBHBIX

tabnui. Pe3ynbrarel mpuBeneHsl B Tabaume 11.

Tabmuna 7 — UntepaktuBHas matpuna Tabnuma 8 — lHrepakTtuBHas Tabiuiia

«CurnpHbIe CTOPOHBI W BO3MOXHOCTH «Cnabnie CTOPOHBI KW  BO3MOKHOCTH»

MIPOEKTa»
CuiibHbBIE CTOPOHBI Cna0ble CTOPOHBI
Cl C2 C3 Cal Cn2 Cn3
; Bl + + + \ Bl + + +
£x= £ =
S 5| B2 + 0 + S 5| B2 - 0 +
g 2 2 2
== B3 + + - =] B3 + - +

(o))
iy




Tabmuua 9 — UntepaktuBHas matpuna Tabmuna 10 — MHTepakTuBHas Tabiuina

«CHIIBHBIE CTOPOHBI U yTPO3bD»

«Cna0ble CTOPOHBI U YTPO3bD»

CuiibHbBIE CTOPOHBI Caabble CTOPOHBI

Cl C2 C3 Cl C2 C3
- Vi 0 0 0 - Vi 0 + 0
2 V2 + - + 2 V2 + + +
£ V3 + - - 2 v3 + + +
> V4 - + - > V4 + + +

Ta6muma 11 — SWOT-ananusz, nepBslii 3Tar.

Cuabhsle ctoponsl (C):

1. OmbrTHBII HayYHBIH
PYKOBOJHTET;

2. Tpoaykr,
peann3oBaHHbI Ha s3bike Python
u OecraTHeIX OMOIHOTEKaX
MAaIIMHHOTO 00y4eHNS;

3. Yar-6ot ¢ LSTM
(Longshort-termmemory — mgosnras
KpPaTKOCPOYHAs [TaMsTh);

Caabble croponbl (Cu):

1. Mautsrit ombIT paboTh
pa3zpaboTyrKa Ha PeaTbHBIX
MPOEKTaX;

2. Tpynoémkuii mporecc
pa3paboTKH U TECTUPOBAHWS;

3. Bosnbime 3aTpaThl BpeMeHH
Ha BBIYMCIICHUSI U 00yYEHIE MOJICITH;

Bo3mo:kHocTH (B):

1. AKTyanpbHOCTB
pa3paboTKH;

2. OpueHTaliys Ha
KPYITHBIX MOTEHITHATBHBIX
MOKYyTaTeJeu;

3. OrtHOocuTenbHasA
JIETKOCTH BHEIPEHUS

B1C1C2C3 — nmo3BosT
YCTaHOBUTH OTHOCHUTEIIBHO
HEBBICOKYIO I[CHY Ha aKTyaJIbHBIN
MPOAYKT;

B2C1C3 — momoryT
YAOBJIETBOPHUTH OTPEOHOCTH
KpPYIHBIX MTOKYyIaTemneH.

B3C1C2 — nerkxo
BHEPSIEMOE COBPEMEHHOE

B1CalCn2Cn3 — pa3paboTka
BEJIETCSI Ha JIOCTATOYHO U3BECTHOM
si3bIKe TIporpaMmupoBanus Python,
TO Ha OOJIBIIIMHCTBO BOIPOCOB YKE
UMEIOTCS] OTBETHI B JIOKYMEHTAIIUSX
OMOIMOTEK, a TAKXKE MPUMEPHI
UCTIOJTb30BaHUS.

B2Cn3 — o0bI4HO KpYITHEIE
KOMITaHUHM UMEIOT OOJIBIINE cepBepa,
KOTOpBIE CMOTYT OBICTpee

MIPOYKTAa; pelleHne B KOPIIOPATUBHBIE CETH. | CIIPABIIATHCS C OONBIINMHI
MacCHBaMH JIAHHBIX.
Yrpossr (Y): Y2CI1C3 — onbITHBIN HAYIHBII V1Cn2 — peanmn3oBarh MPOCKT B

1. B0o3MOXKHBIH
SKOHOMUYECKUHN KPU3HUC
nocie naggemun COVID19;

2. JlomoaHUTEIbHEIC
rOCyJJapCTBEHHbBIE
TpeOOBAHMS NP MOTYICHUH
JUIICH3UHU HA TIPOJIYKT;

3. BosmoxHas
ysa3BuUMOcCTb [10

4, HUsmeHUTHCA
noseaenue 110 npu
HCIIOIB30BaHUHN OOJIBIINX
MAacCHUBOB JaHHBIX

PYKOBOJUTENb CMOXET IIOMOYb B
MIPOABWXEHUH ITPOAYKTA.

Y3C1 — nporpammHoe
obecrieueHue MOKET OBbITh
MIPOBEPEHO Ha HATHYIUE
YSI3BUMOCTEW HAyYHBIM
PYKOBOIHTEIIEM.

VY4C2 — Tak Kak UCIOJIb3YeTCs
MHCTPYMEHTHI C OTKPBITHIM
MCXOJHBIM KOJIOM, TO Ha
OOJIBLLIMHCTBO BOIIPOCOB,
BO3HHKAOLIHMX B ITpOLEcce
pa3paboTKH, MOKHO HAUTH
OTBETHI B CETH UHTEPHET.

YCIIOBUSX MAaHAEMUH €Ié CIOKHEe.

V2CalCn2Cn3 — Haymmgue onbITa
paboTHI B peabHBIX MTPOEKTaX
CHU3MJIO OBl KOJMYECTBO BPEMEHH
3aTpaunBaeMyr0 Ha MOTydeHHe
JTUTICH3UHN Ha KOHEYHBIA TTPOIYKT.

V3CnlCn2Cn3 — nepevyncieHHbIe
CJIO’KHOCTH MOTYT CIIOCOOCTBOBATh
nosiBiIeHuIO ys3Bumocteil B I10.

V4Cnl1Cn2Cn3 — BelICyKa3aHHbIE
CJIO’KHOCTH MOTYT CIIOCOOCTBOBAThH
M3MEHEHUIO OBEICHHS JaHHBIX.
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B pamkax mposenenus SWOT-ananu3a ObUTM M3y4eHbl CUIIbHBIE U CiaOble
CTOPOHBI, @ TaKXE€ BO3MOXXHOCTH M BO3MOKHBIE YIPO3bl, KOTOPbIE HEOOXOAMMO

Y4ECTb [IPU pealln3alliyi NPOEeKTa.

5.1.401eHKa TOTOBHOCTH MPOEKTA K KOMMeEPUHAIN3ALUH

HeszaBucumMo 0T TOro Ha KakOH CTaagud HAXOJUTCS MPOTPAMMHOE
obecrnieueHue (HayuyHas pa3paboTka) BaXXHO OIEHUTh T'OTOBHOCTh €ro K
KOMMEPITHAIH3AIIUN U BBISCHUTh YPOBEHb COOCTBEHHBIX 3HAHUU I €€ TIPOBEICHUS
(wmm 3aBepmieHus). Ha TaOmmie 12 mnpuBeneHbI OLEHKH CTENICHHM TOTOBHOCTH
NpoeKTa K KOMMEpIHaIu3alluh, TJ¢ OICHKA MpOpadOTAaHHOCTH TPaKTyEeTCs
CJICTYFOIIIM 00pa3oM:

— 5 — uMeeTcs MOJIOKHUTEIIbHOE 3aKITFOYCHHE HE3aBUCHMOT'O AKCIIePTa;

— 4 — BBHINIOJTHEHO KAYECTBEHHO;

— 3 — BBINOJIHEHO, HO TIOJI COMHEHUEM;

— 2 —mnpopaboTaHo ciado;

— 1 —ne npopaboTaHo.

B Tabnuie Takke mMpuUBENCHBI OIEHKH YPOBHS 3HAHUW y pa3paboTyuka, rie
OaJIbl TPAKTYIOTCS TaK:

— 5 —3HaKOM C T€OPHEH, BBITIOIHSIET, MOKET KOHCYJIbTUPOBATD;

— 4 — 3HaKOM C TEOPHEH U CAaMOCTOSITEIIbHO BBHITIOJHSET;

— 3 —3HAaKOM C TEOPHEH U MPAKTUYECKUMU PUMEPAMU TPUMEHEHUS;

— 2 —3HaKOM C T€OpHEl;

— 1 — He 3HaKOM WJIM MajoO 3HAKOM.

OreHKa TOTOBHOCTH HAYYHOTO MPOEKTa K KOMMEPIHAIU3AINYU (MU YPOBEHB

3HAHWW) OTpeeseTcs o Gpopmyie:

chM = ZBi (7)
rie by, —3T0 cymMmMapHOE KOJIMYECTBO OAJIOB 10 KXKIOMY HalpaBleHuIo; b;— 6at

I10 KAXKJAOMY IIOKa3aTCIIIO.
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Tabmuua 12 — OueHkd CTENEHH TOTOBHOCTH  HAYyYHOTO  MpPOEKTa K
KOMMEpPLUHAIU3aLUU
Crenenp VYpoBeHb
Ne MpOopabOTaHHOCTH | MUMEIOIINXCS
HaumenoBanue pop mu
n/m Hay4HOTO 3HAHUM Y
MIPOCKTA pa3zpaboTunka
1 Ornpenenes UMEOINNCS HAYYHO-TEXHUYECKUI 4 4
3ajen
9 OmnpezeneHsl MEPCIEKTUBHBIC HAITPABIICHUS 5 5
KOMMEPITHAIN3alMN HAYYHO-TEXHIUYECKOTO 3aje1a
3 OrnpeienieHbl OTPaACcI ¥ TEXHOJIOTUH (TOBAPHI, 5 5
YCIYTH) JUTSI IPEITIOKCHHSI Ha PBIHKE
4 Omnpenenena TopapHas ¢opma HAyYHO- 2 2
TEXHUYECKOT0 3aJIeia JJIsl MPECTABICHUS Ha PHIHOK
5 OmnpezeneHsl aBTOPBI U OCYIIIECTBIICHA OXPaHa UX 3 3
npaB
5 [IpoBeneHa orieHKa CTOMMOCTH UHTEIICKTYaTbHON 5 5
COOCTBEHHOCTH
v [IpoBeneHb MApKETUHTOBBIC UCCIICIOBAHUS 2 2
PBIHKOB COBITa
3 PaspaboTan Ou3Hec-TIaH KOMMEPIHATH3AIH 1 1
HaY4YHOH pa3paboTKu
9 OmnpezeneHsl MyTH TPOABKEHUS HAYIHOM 4 4
pa3pabOTKK Ha PHIHOK
10 Pa3pa60vTaHa cTpaterus (popma) peanu3aiuu 3 3
HAY4YHOH pa3paboTKu
11 [TpopabGoTaHbl BOIIPOCHI MEKTYHapOIHOTO 2 3
COTPYJHHYECTBA M BBIXO/Ia Ha 3apyOCIKHBIA PHIHOK
12 [IpopabGoTaHbl BOPOCH UCTIOIH30BAHUS YCIYT 4 4
UHPPACTPYKTYPHI MTOIEPIKKHU, TIOTYICHHUS JIHTOT
13 [TpopabGoTaHbl BOIIPOCHI (1)I/IH51HCI/Ip0BaHI/I§I 4 4
KOMMEPITHATN3aIlUU HAYYHOH pa3paboTKu
14 Nmeetcst koMaHaa Uisl KOMMEPIUATH3AIAN 4 4
HAY4YHOU pa3paboTKu
15 [IpopabGoTan MexaHU3M peaau3ali Hay4YHOTO 4 4
POEKTa
HTroro 52 54
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3HaueHUE BCYMHOSBOJ'IHGT rOBOPpUTbL O TOM, Ha CKOJIBKO T'OTOBBI IIPOCKT M

pa3p360TqHKH K KOMMCpIHAJIU3alINH. Tak Kak UX 3HAYCHUS BBIIIC CpeaAHCTO MOKHO

ACJIaTb BBIBOA O TOM, UYTO Yy IPOCKTA MMCPCIICKTHUBLI BbBIIIC CPCIAHCTO.

5.1.5MeToabl KOMMEPUHAIN3ZALNH Pe3YJIbTATOB HAYYHO-TEXHHYECKOI 0

HCCJIeJ0BaAHUA

[Tpu komMMmepIHanu3aum HayqYHO-TEeXHUYECKUX pa3padoToK Mpoaasell (a 3To,
KaKk TpaBWIO, BIAJEJlel] COOTBETCTBYIOIIMX OOBEKTOB  MHTEIUICKTYaJIbHOM
COOCTBEHHOCTH), MPEClIeyeT BIIOJHE OIpPEICICHHYIO Ielb, KOTOpas BO MHOT'OM
3aBUCUT OT TOrO, KyJla B TOCJEAYIOIIEM OH HaMEpeH HalpaBUTh (MCIMOJIb30BATH,
BJIOKUTh) TIOJNIYYEHHBIH KOMMEpUYEeCKUU 3PEPEeKT. DTO MOXKET OBITh MOJIyYeHHUe
CpPEACTB JUIsl TPOJOJDKCHUS CBOMX HAyYHBIX MCCJIEAOBaHUNA U pa3paboToK
(momydyeHue (GpuHAHCUPOBAHMS, OOOPYJOBAaHUS, YHUKAIBbHBIX MAaTEpUATIOB, JPYTHX
HAyYHO-TEXHUUYECKUX pPa3pabOTOK W T.J.), OJHOPA30BOE IOIyueHHE (HMHAHCOBBIX
PECYpPCOB ISl KaKUX-THOO IIeel WIu Il HaKOIUICHUS, 00ecreueHne MOCTOSIHHOTO
npUTOKa (PMHAHCOBBIX CPEJICTB, a TAKKE UX PA3TUIHBIC COUETAHUS.

[IpaBunbHBI BBIOOP METOJAa KOMMEpPIIMAIU3AIMd MOXET CYIIECTBEHHO
COKpAaTUTh BpeMsl Ha MPOABWKEHHE ToBapa. J[JIsi JaHHOTO MPOEKTa ONTUMAaJIbHBIM
pemieHreM OyAeT WHXWHUPUHT. WHXWUHUPUHT — 3TO CaMOCTOSITEIBHBIA BU]T
KOMMEPYECKUX ONEepaluii MpesarnosaraeT MNpeAoCTaBICHUE Ha OCHOBE JI0roBOpa
WH)XUHUPUHTA OJTHOM CTOPOHOM, WMEHYEMOW KOHCYJbTaHTOM, JAPYTOW CTOpPOHE,
MMEHYEMOM 3aKa3YUKOM, KOMILICKCA WA OTEJIbHBIX BUAOB HHKEHEPHO-TEXHUYECKUX
YCIYT, CBSI3aHHBIX C IPOCKTHPOBAHUEM, CTPOHUTEIHCTBOM M BBOJOM OOBEKTa B
JKCIUTyaTalluio, C pa3pabOTKOM HOBBIX TEXHOJOTHMUYECKHX IPOIECCOB  HA
NpEeANPUATHN 3aKa34MKa, YCOBEPIICHCTBOBAHMEM HWMEIOIIMXCSA MPOU3BOIACTBEHHBIX
MPOIIECCOB  BIUIOTh JO BHEAPCHHUS H3JCIHS B TPOU3BOACTBO W JaXe COBITa

npoaykmuu [35].
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5.2 HHunuanms npoexkra

Ha »ToM »Tane npuHATO BBINOJHUTH ONpPEAESICHHbIE pa0OThI ISl YCIEIIHOTO
3alycka TMpOEKTa. 3JeCh CIENyeT ONpeAeNUTh LEeNH W PEe3yJbTaTbl MPOEKTa,
onpenenuTh pabodyro Tpylily, ONpeneNuTh OrpaHUYeHHs] W jAomnylieHus. Bes srta
nH(pOpMaIs 3aHOCUTHCS B TOKYMEHT, HA3bIBA€MbIl YCTaBOM MPOEKTA.

YcTaBoM mpoeKkTa Ha3bIBA€TCA JIOKYMEHT, KOTOpBIM ompezenser OusHec-
NOTPEOHOCTH M TeKyllee MOHMMaHUE MOTPEeOHOCTEeM 3aKa3uuka, a TakKe HOBBIN
OPOAYKT, YCIYTY WM Pe3yJbTaT, KOTOPbIN MIIaHUPYETCS CO31aTh.

Henu m pe3yabTar mpoekrta. 371eChb HEOOXOAUMO ONPENETUTh LEIH U
pe3ynbTaThl MPOEKTa, a TaKXkKe, ONPENeNsoTcS BHYTPEHHHE U BHEIHHE
3aMHTEPECOBAHHBIE CTOPOHBI MPOEKTA, KOTOpPbIE B KOHEYHOM HMTOTE TMOBIHUSIOT Ha
UTOTOBBIM pe3ysbTaT mnpoekta. MHdopmanuio mo 3auHTEpecOBaHHBIM CTOPOHAM
NpoeKkTa MpuBeAeHbl B Tabnuie 13, a 1enu mnpoekTa, OKUIAeMbIe pe3yJbTaThl,
KpUTEpUM PUEMKH 1 TPEOOBAHUS K PE3YJIbTaTy MpoeKTa Ha Taduie 14.

Tabnuua 13 — 3anHTEepecoBaHHBIE CTOPOHBI IPOEKTA

3auHTEepecoBaHHbIE CTOPOHBI MPOEKTA O:xkuIaHUs 3aHHTEPECOBAHHBIX CTOPOH

Kpynuble npeanpustus, KoTopble o00naaaT | Bueapenue dar-60Ta 3a KOPOTKHE CPOKH,
KOPHOPATUBHBIMM CETSIMU M MAaHUIYJUPYIOT | aBTOMATH3aIlUs PYTHHHBIX 3a]1a4.
OO0JIBIIMMU MAaCCUBAMH JIaHHBIX.

Ta6muma 14 — [enu u pe3ynabTaThl IPOSKTa

Pazpabotka gar-6ota ¢ LSTM ¢ 00paboTKOl €CTeCTBEHHOTO SI3bIKa
BCTpanBaeMblil B KOPIIOPATUBHBIE CETU MPEIIPUITUH.
Pa3paborannbiii uis  BHEOpEHHUS B KOPIOPATUBHBIE  CETU
PEIIPUATHIA.

- TouHocTh 00pabOTKH 3aMpPOCOB HA €CTECTBEHHOM S3bIKE CBBIIIE
85%;

- OyHKUMM B3aUMOJEUCTBUS C TOJH30BATENIAMU, B TOM YHCIIE:
OTIIpaBKa MHCEM IO JJIEKTPOHHOH MOYTEe, MOWCK B HHTEPHETE U

Llenb mpoekra:

OskuaeMblil pe3ynbTar:

Kputepuu npuemku
pe3ysbTara mpoeKTa:

JpyToe.
TpeboBanue:
1. OtcyrctBHe yrpo3bl yTE€YKHM HMH(OpMAIUK KOPIOPATHUBHBIX
TpeboBanus k 10JIb30BATENEH;
pe3yJbTaTy MpOeKTa: 2. HeoOxomumoe  KOIMYECTBO BPEMEHH Uil  BHEJIPEHUs B

KOPIIOPATUBHBIE CETH;
3. Hagmexnocts IIO (0TKa30yCTOWYMBOCTb, HE KOH(IUKTHOCTH C
JPYTUMH MPUJIOKCHUSIMH).
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OpranusanuoHHasi CTpPyKTypa npoekra. Ha nanHom stame HeoOXoIuMo
OINpEENNTh, KTO OyJIeT BXOJIUTh B pab0OUyl0 TPyNIy JAaHHOTO MPOEKTa, ONpPEIEIUTh
POJIb KaXk/I0r0 yYaCTHHKA, & TAKXKE MPONHUcaTh (PYHKIIMH, BHIOJIHIAEMbIE KaXIbIM U3
HUX U UX TPYA03aTpaThl B IpOeKTe. DTa PyHKIUS MpeacTaBieHa B Tadnuie 15.

Tabnuua 15 — PaGouas rpymmna npoexra

®UO, ocHOBHOE MecTO padoThl, Poab B ®yukuuu B | Tpyaosarparsl,
HOJIKHOCTh NpoeKTe NpoeKTe yac.
CemenoB M.E. noteHrT, k.¢.M.H, oTaenenne | PykoBoaurens
. Koopnaunarop 28
sKcnepuMeHTaibHou usuku TITY [IpOEKTa
Hcnonnurens
HNemonnos H.U., maructpant Pazpaborunk 546
10 TPOEKTY

B xone peanuzanuu HaydyHOTO MPOEKTA, IOMUMO MaruCcTpaHTa 3a/JeHCTBOBaH
PYKOBOJIUTEIb TIPOCKTA:

Pyxkosooumenv npoexma — OTBeYaeT 3a pealiM3alMioO MPOCKTa B Tpejesax
3aJIaHHBIX OTPAHMYCHUU IO pecypcaM, KOOPAMHHPYET ACATCIBHOCTh YYaCTHUKOB
npoekra. B paMkax JaHHOTO TPOEKTa 3Ty POJb BBITOJIHACT PYKOBOJUTETH
MarucTepCKOr JUCCEPTAIINH.

Ucnonnumens no npoekmy — CHCIUAINCT, BBITOJHSIONIMN OTICIbHBIC
paboTHI 1O TPOEKTY. B paMKax 3TOTro MpOeKTa UCIIOTHUTEIIEM SBJISICTCSI MAarHCTPaHT.

OrpanuyeHusi W JomylieHusi npoekra. OrpaHuveHUs IPOEKTa — OTO
(dakToOphl, KOTOPHIC OTPaHUYMBAIOT JACHCTBUS YICHOB KOMAaHJbBI, a TaK)Ke TI'DAHHIIBI
IIPOCKTA, 32 PAMKH KOTOPBIX BBIXOJIWUTH HEINb3s. DOTH OrpaHUYCHUS IPUBEICHBI B
tabsmure 16.

Tabnuna 16 — OrpaHuyueHus: MpoeKTa

dakTop OrpannyeHusi/1omymeHnst
bromker nmpoekra 109 051,36 py©.
Hcroununk puraHCcMpoBaHUSA HUU TITY
Cpoxu mpoeKTa 27.01-31.05.2020
Jlata yTBEpKIEHHS IUIaHa yIIPABICHUS 27.01.2020
MIPOEKTOM
Jlata 3aBeplIeHUs IPOEKTa 31.05.2020
I OrpaHuYeHHbIC BEIYUCIUTEHBIE MOITHOCTH
poYre OrpaHUYEHUS U IOMYIICHUS [UI% IPOBEICHHA PACUCTOB
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5.3 IlnanupoBaHMe ynpaBJjieHUs] HAYYHO-TeXHHYECKHM MPOEKTOM

['pynna nporieccoB MIaHUPOBAHUS COCTOUT U3 MPOLECCOB, OCYLIECTBISIEMBIX
UL ompeneeHusl OOIIero cojaepxaHusi padoT, YTOUHEHMs Lejedl U pa3paboTKu
MOCJICI0OBATEIIBHOCTH IEHCTBUH, TPEOYEMBIX I JOCTHIKCHHS JaHHBIX meneit [35].
[Inan ynpaBiaeHust JOKEH COCTOSTh U3 CIAEAYIOMIMX AIEMEHTOB:
— Hepapxuueckasi CTpyKTypa IpoeKTa
— [Ilnan nmpoekra
— bromxer npoekra
— Opra"uzaiioHHas CTPYKTypa IpoeKTa
— Ilnan ynpaBneHuss KOMMYHUKAIIUSIMU MPOEKTA

— Peectp puckos npoekra

5.3.1 Uepapxuyeckasi CTPYKTypa NpPoOeKTa

B Hepapxuueckoii CTpyKType MPOeKTa CTPYKTYPUPYETCS U ONpEAeIsIeTcs Bce
conepkanue mpoekra. Ha puc. 1 mocrtpoeHa uepapxuyeckas CTPYKTypa Hay4dHO-
HCCIIeIoBaTeNbCKOro npoekra «Pa3paborka yar-60Ta ¢ 00pabOTKOM €CTeCTBEHHOTO

SA3BIKa».

5.3.2 Ilnan npoekra

B pamkax mnmaHMpoBaHUsA MPOEKTAa HYXHO IIOCTPOUTH KaJCHIAPHBIM H
CeTeBOM rpaduKu MPOEKTa.

JIuHeWHbIN rpaduK IpeacTaBiieHa B BUAC TaOIHIb (Tabiuma 17).

HNuarpamma ['aHTa — 3TO, O CyTH, THCTOIpamMMa, KOTOpasl BU3yaJIU3UPYET
KaJICHJAPHBINA TUTaH MPOEKTa, Ha KOTOPOM palbOTHl MO TEME OTOOpa)kaloTcs B BHIIC

IIKaJIbl BpeMeHu. JlmarpaMmmMa mpoexTa mocTpoeHna Ha puc. 16.
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Yar-00T

VYipasiieHue NpoeKToM

Pa3pabotka

TectupoBanue

TpeOoBaHUs K TPOYKTY

1. IlnanupoBaHue

4. CO0p maHHBIX

9. Tectuposanue 110
JaHHBIMHA

2. CoBenranue

5. IlocTpoenue
MaTeEMaTUYE€CKOU MOIEIIN

3.AIMUHUCTPUPOBAHHE

6. TectupoBanue
MaTeMaTH4YecKoil Moienu

7. O0y4enue var-60Ta

8. Pa3zpaboTka npoToTHna
1O

10.loxymeHTanus

11. NLP (o6paboTka
€CTECTBEHHOTO SI3bIKA)

12. IlpocnexxnBanue
KOHTEKCTa AHUanora ¢
I10JIb30BaTEIEM

Pucynok15 — HMepapxuueckas ctpyktypa «Pa3paboTka yar-60Ta ¢ 00pab0oTKON €CTEeCTBEHHOTO S3bIKaY




Tabnuua 17 — KanengapHblil 1U1aH NpoeKTa

Kox Jlm CocraB
pado TeJIb Hara Mara YYaCTHHKOB
ThbI Ha3Banmue HOCT HayaJia OKOHYAHUA (®Huo
(u3 b, pador pador OTBETCTBEHHBIX
HUCP) JHHU HCIOJTHUTEIei)
CemenoB M.E.
1 [InanupoBanue 5) 27.01.2020 | 31.01.2020 Vemomtos HI.
CemenoB M.E.
2 Cogemianue 1 3.02.2020 3.02.2020 Hesomos HIA.
4 COop TaHHBIX 14 4.02.2020 | 21.02.2020 Ncmonnos H.A.
5 | loctpoerme 14 | 24.02.2020 | 12.03.2020 | Hcmonnos H.U.
MAaTeMaTH4YeCKOU MOIEIH
6 | Lectupopaiie 7 | 13.03.2020 | 23.03.2020 | Mcmownos H.M.
MaTeMaTHYeCKOU MOJIEIH
7 OO0yuenue yaT-00Ta 21 | 24.03.2020 | 20.04.2020 Ucmonnos H.U.
8 %fgpa‘i"“‘a HPOTOTHIA | 5| 21.04.2020 | 27.04.2020 | Hcmomnos HL.
9 Tectupoanue 10 c 5 28.04.2020 | 04.05.2020 CemenoB MLE.
TECTOBBIMHU TAHHBIMHA Ncemonnos H.U.
10 | JlIokyMeHTHpOBaHHE 29 | 21.04.2020 | 29.05.2020 Hcmounno H.J.
Hroro: 90 | 27.01.2020 | 29.05.2020
Ucnonuutenun @ @ o m BRE pog ASEE L
2388lssiiieriislilty
Ucmounnos H.W. Mnakuposanne |
CemeHos M.E. i
CosewaHue |

Ucmvounnos H.U.

Ucmowunos H.A.

Ucmownnos H.A.

Ucmowunos H.U.

Ucmounos H.A.

Mcmownnos H.A.

CemeHoB M.E.

Ucmownnos H.A.

Ucmvounnos H.U.

Cbop gaHHbIX
MocTpoeHue MaTeMaTW—IeCKOl\;!...E
TectupoBaHue MaTemaquecxoﬁ...é
ObyyeHne yaT-60Ta
PaspaboTtka npotoTtunna MO
TectnposaHune IO ¢ TECTOBbINWI...;i

[okymeHTupoBaHue |

Pucynok16 — Jluarpamma ['anTa




5.3.3b105KeT HAYYHOT0 UCCIIe0BAHUS

[Ipu nmnanupoBaHuM OroaKeTa HEOOXOIUMO YKa3aTh MOJIHBIE U JOCTOBEPHbIE

JaHHBIC O INIAHUPYCMBIX pacxXoaax, H€O6XOIII/IMOFO JJI1 BBITIOJIHCHHS ITPOCKTA.

Cneyuanvnoe 060pyoosanue 0711 HAYUHBIX(IKCHEPUMEHMATbHBIX)PAdOm

B nanHyro craThio BKIIIOYAIOT BCE 3aTpaThl, CBSA3aHHBIE C MPHOOpPETEHHEM
CIEHHUAIIBHOTO 000pyaOBaHUS (mpubopoB, KOHTPOJIbHO-U3MEPUTEIBHOM
anmnaparypbl, CTEHJ0B, YCTPOHUCTB U MEXaHU3MOB), HEOOXOJIUMOTIO ISl MPOBEACHUS
pabor 1o KOHKpeTHOM Teme. OmnpeneneHue CTOMMOCTH —CIEOOOPYIOBaHUA
IPOU3BOAUTCA IO IEUCTBYIOLIMM NPENCKYpaHTaM, a B psAJI€ CIy4aeB MO JTOTOBOPHOMN
neHe. Pacuer 3aTpar Ha cnenoObopyaoBanue npuseaeH B Tadmune 18.

Tabnuua 18— Pacuert 3aTpar no crarbe «Criero0opy0BaHUE AJIsi HAYYHBIX padOT»

Ne Haumenosanue Kon-Bo equuuig Ilena equHUAIIBI OO01mas cTouMOCThb
/T o0opyIoBaHUS 00opyI0BaHUS 000opyI0BaHUA, 00opyIoBaHus,
THIC.pYO. THIC.pYO.
Hoytoyx Dell
1. Inspiron 5558 1 32500 32500

Ocnosenaazapadomnuas naiama

Crathsi  BKIIOYAET OCHOBHYIO  3apa0OTHYI  IIaTy  paOOTHHUKOB,
HETIOCPEICTBEHHO 3aHATHIX BBIITOJIHEHUEM IMPOEKTa, (BKIIOYAs MPEMUH, JOIUIATHI) U

JIOTIOTHUTENIbHYI0 3apab0THYIO TUIATY.

CSI'I = 3OCH + 3,[[01'[’ (8)
rae 3¢y — OCHOBHAs 3apabOTHas IIIaTa; 3, — AONOJIHHUTEIbHAS 3apab0THAs IIaTa.

OcHoBHas 3apa0oTHas mata (3,.y) PYKOBOAUTENS OT YHUBEPCUTETA:

30CH = 3,&1—1 * Tpa6! (9)
rae 3,y — OCHOBHAs 3apaboTHas miara paboTHHKA; Tp,s — MPOMOIKUTEILHOCTD

paloT, BBINOJHAEMBIX HAyYHO-TEXHHYECKHM DPaOOTHUKOM, pald. nH.; 3., —

cpeaHeaHEBHAs 3apaboTHas I1aTa paboTHHKA, PYO.
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Cpenusist 3apa00THas IJ1aTa pacCYUTHIBAETCA 1Mo hopmyie:

3y * M
B = — (10)

E,
rjae 3, — MECSUYHBINA JOKHOCTHOW OKJIad paboTHHUKA, py0.; M — KOJIMUECTBO MeCsILIEB
paboThl 0€3 OTIyCKa B TEYCHUHU roja: mpu otmycke 48pabd. aus 3a nmonroga M = 10,4
Mecsna, 6-1HeBHas Heaens; F;— nelcTBUTENbHBIA To10BoM (HoHI pabouero BpeMeHu
Hay4YHO-TEXHUYECKOTO MepcoHana, pad. JH.
MecsiuHbli TOJDKHOCTHOM OKJIa], paOOTHHKA:
3w = 3rc * (1 + kyp + k) * kp, (11)

rae 3rc — 3apaboTHas miata no TapuHOW CTaBke, pyod.; ky,— NpeMUAIbHbIN
koo dunuent, pasueiii 0,3 (t.e. 30% or 31c); k; — kodddurnuent gomnar u
Han0aBok coctaBiser mpumepno 0,2 — 0,5 (8 HUM m Ha mOpOMBINUICHHBIX
OpEeNNpusTUsIX — 3a pacimpeHue cdep OOCITyKuMBaHUA, 32 MNPOPECCHOHATBHOE

MacTepCTBO, 3a BpenHble ycious: 15-20% ot 3r¢); kp — palionHbIi Ko3QdHUIMEHT,

paBubii 1,3 (m1s1 Tomcka).

Ta6muma 19 — bananc paGodero BpeMeHH

PykoBoaurenn HUcnosHurteab no
Iloka3aTesin padGoyero BpeMeHH
NMPOoEKTAa MPOEKTY
KanenmapHoe uncio nHei 365 365
KonnuecTBo Hepabounx gHEH 59 59
— BBIXOJHBIE THU
JUIBIC 1 14 14
— Tpa3gHUYHBIC THH
[Torepu paboyero BpeMeHH!
pep P 48 48
— OTHYCK
elICTBUTEJILHBIII T'OJIOBOU OH
A n o 251 251
pabouero

MecsiuHbli TOKHOCTHOW OKJIaJ paOOTHHKA:
3M = 36 * kp, (12)
rzie 35 — 0a3oBblii 0Kk, pyo.; k, — palioHHbIA KodGduIMenT, paBHbid 1,3 (s

Tomcka)

72



Tabnuua 20 — PacueT 0cHOBHO# 3apabOTHO MIIaThI

Hcnoanurenu 36, PYO. k, 3m,pYo0. 35 PYO- T, pao. au. 3ocus PYO.
PykoBoauTens mpoekTa 33664,00 | 1.3 43763.20 1813,30 11 19946,30
HcnonHurenb O | 1988,00 | 1.3 2584.40 108,08 90 9727,20
IPOEKTY

ﬂonwmumeﬂbmm 3apa60mua}1 naama

JlonosHuTeNnbHAs 3apaboTHAs MUIaTa BKJIIOYAET OILIATy 3a HempopaboTaHHOE
BpeMs  (o4epenHOW W  y4eOHBIM OTIYCK, BBIMIOJTHEHHWE TOCYJIapCTBEHHBIX
00s13aHHOCTEM, BhITIJIaTa BO3HATPaXKJACHUMN 3a BBICIYTY JIET U T.I.) U PACCUUTHIBAETCS
ucxonss w3 cpenHero 3HaueHus B 10-12% oT oCHOBHOH 3apaOOTHOM TIJIATHI,
PabOTHUKOB, HETIOCPEICTBEHHO YUaCTBYIOIIUX B BHITIOJIHEHUU TEMBI:

3/10r1 - K[LOH * Bocws (13)

rae 3,,; — JAONONHMTENbHAs 3apaborHas mmara, pyo0.; K., — xosddunuent
JOTIOJTHUTENIBHOU 3apIuiaThl; 3, — OCHOBHAs 3apaboTHas miara, pyo.

Ta6muma 21— 3apaborHas miara ucnoauureneir HUOKP

PykoBoaurenn HUcnosnureas no
3apaboTHas miara
NMpPOEeKTa MPOEKTY
OcHoBHas 3apaboTHas 11aTa 19946,30 9727,20
JlononaurtensHas 3apabotHas miata (10%) 1994,63 972,712
Hroro no cratee Cy, 21940,93 9699,92

Omuucnenus Ha couuailbnoble Hy.?fCObl

Cratbs BKIIFOYAET B ceOsl OTUMCIICHUS BO BHEOOKETHBIE (DOH/IBI.

CBHe6 = kBHe6 ' (BOCH + 3,&011)' (14)
e Kpueg — KOOGQUIMEHT OTYMCIEHWH BO BHEOIOMKETHBIC (DOHIBI (MICHCHOHHBIHA
dona, hoHa 00I3aTSTLHOTO MEIUIIMHCKOTO CTPaXOBaHM U IIpoUee).
Bennunna otumcnenuii cormacHo noctaHoBiieHUIO [IpaBurensctBa P® oT
06.11.2019 Ne1407 [38] cocraBnsier: B3HOCH Ha OIIC 22%, B3HOCH HAa OMC 5,1% 1

B3HOCHI Ha BHuUM 2,9% utoro 30%.
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Tabnuna 22 — OtyuciaeHus Bo BHEOIOKETHBIE (DOH/IBI

PykoBoauTenn npoexkra | UcnoJHuTENb O NPOEKTY

3apriara 21940,93 10699,92

OTunciaeHus BO 6582,28 2209,98
BHEOIOKETHBIE (POHJIBI

Ilpouue npamwie pacxoowt

Hoyt6yk motpebsnser 0,15 kBt/u. B Tomcke 1kBt/4 crout 3,5 py6unei. Ha
paboTy 3a KoMmbloTepoM ObLIO 3arpadeHo 520 yacoB, YTO O3HA4YaeT CTOMMOCTD

noTtpaueHHoi snekrposnepruu 0,15 - 520 - 3,5 = 273 pyO.
Haxnaonwie pacxoowt

B naHHy0 cTaThiO BXOIAT PacxoJibl Ha COJepKaHUE amlmapara ynpaBieHUs U
00IIEX035UCTBEHHBIX (OOIIEYHUBEPCUTETCKUX) CITy KO, KOTOPhIE B PaBHOW CTENEHU
oTHOcsiTCsl KO BceM BbinosiHsieMbiM HMOKP. ITo 3To#t cTaThe yuuTHIBAIOTCS OIJIaTa
Tpylla aJIMHUHUCTPATUBHO-YIPABICHYECKOr0 II€PCOHANa, COJEpXKaHWE 3IaHUuM,
OPITEXHUKHU U XO3AMCTBEHHOI'O MHBEHTAps, aMOPTH3aLUs MMYIIECTBA, PAcXOAbl IO
OXpaHe TpyJa U MOJTrOTOBKE KaJpOB.

Haxknagaeie pacxoasr nadopatopun 10 xoprmyca HU TITY cocrasmstor 80-
90% oOT cyMMBl OCHOBHOW M JIOTIOJIHUTEJIBHON 3apaOOTHON IUIaThl, paOOTHUKOB,
HEIMOCPEACTBEHHO YYaCTBYIOIINX B BBIIIOJHEHNE TEMBI. Pacuer HakiIaJHbIX pacXxo/10B
BeJICTCS 110 CIICYIONeH popmyrie:

CBHe6 = kHaKJ'I ' (BOCH + 3,&011)' (15)
7€ Kyap,; — KOdbdumment Hakmaaabix pacxoaoB. Cya, = 80% - C, = 26 112,68.
Ha ocHoBaHuMM ciemaHHBIX PacdETOB MOKHO MOCUWTATH TUIAHOBYIO CE0ECTOMMOCTH

HUP o dhopme, npuBenenHoit B Tabmute 23.
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Tabnuna 23 — ['pynnupoBKa 3aTpaT Mo CTaThsIM

Crarbu

Bun pador | Cnemmans- | OcHoBHast | Jomomam- | Otuuc- | Ilpo | Haknan- Uroro
HOE 000py- | 3apaboT- | TenbHAas3a | JICHHUS HA | YHe HBIC TUTAHOBAs
JIOBaHUE Hag miarta | pabor-Hast | couu- npst | pacxonsl | cebecTou-
TS Hay'd- iaTa QIbHBIC | MBIE MOCTh
HBIX (JKCITe- HYXIbl | pacx
pUMEHTAITb- OJIBI
HBIX) paboT

Co3znanue u

oOydeHune

yar-00Ta Ha

0aze 32500 29673,50 | 10699,92 | 9792,26 | 273 | 26112,68 | 109051,36

MaTeMaTu-

YECKOH

MOJIENN

5.3.4 Il.1an ynpaBjeHUs] KOMMYHUKAIMSIMHU MPOEKTAMU

[lnan  ympaBieHHss  KOMMYHUKAIlMAMHU  OTpakaeT  TpeOoBaHMS K
KOMMYHHKAIIMSIM CO CTOPOHBI YUaCTHUKOB MPOEKTA. YTPaBICHHUS KOMMYHUKAIUSIMU
HAIIIETro MPOEKTa MPUBEICH B TadwuIe 24.

Tabnuua 24— [1nan ynpaBieHUs TPOEKTaMH

Kom
Kaxkas undgopmanus Kto nepenaer nepenag,Tc;l Koraa nepenaer
nepegaercs nHdopMauio nadopmMauio
Pel (bopman uHpopMmanus popman
O6men nndopmarmeii o
HUcnoanurenab PykoBoauTtento
TEKYIIEM COCTOSTHUHU Exenenennuo
MIPOCKTA MIPOCKTA
MIPOCKTA
OKYMEHTHI U MH(OpMAIU HUcnonaurens PykoBoaureinn
Hoxy (bop y A Exxemecsuno
110 IPOCKTY MIPOCKTA MIPOCKTA
He no3xe nus
O BBINIOTHEHUH Ucnonuurenn PykoBonuTens
N KOHTPOJIBHOT'O COOBITHS
KOHTPOJIBHOW TOYKH MIPOCKTA MIPOCKTA
10 TJIaHY yTIpaBICHUS

5.3.5PeecTp puCKOB NPOEKTa

NnenTudunmupoBaHHbIe PUCKU MPOEKTAa — ATO BO3MOXKHBIC HEOTIPEICIICHHBIC
COOBITHS, KOTOPhIE MOTYT BO3HHKHYTH B TPOEKT€ M MOTYT IMOBJEYh 3a COOOMU

HeXenaTtenbHbIe 2P GEKTHI.
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Tabnuua 25 — PeecTp puckos

BepostH | Bnusn
Ilorennunansu
Puck oc OCTb ue YpoBeHb Crioco0nt Ycaosus
9 HacTymJje | pucka | pucka* CMSTYCHUS HACTYTUICHUS
BO3JIEIiCTBHE
Hus (1-5) | (1-5)
OtcyTcTBHE OtcyTcTBHE 2 4 Cpennuit PazpaboTka [Iponykr He
crpoca co poJax MOJUTUKA BBI3BIBACT
CTOPOHBI MIPOIBIKCHUS HHTEpEC,
KITFOUEBBIX (hMHAHCOBBI
norpeouTenei KpH3HC
UL
MpHOOpETEHHS
MPOAYKTA
Texnonornuecku | IIpoOiemsl ¢ 1 3 Huzkuit N3yunth [Tepexon Ha
€ PUCKH, BHEJIPEHUEM MOTEHIHAIBHBIX | OTEYECTBEHHOE
CBSI3aHHBIE C TOTOBOM KJIMEHTOB I10,
WCIIOJIb30BaHUEM | MPOTpaMMBbI B obopoHHOE
HeusBecTHRIX OC | KOpmopaTuBH HpEANPUATHE
Ha cepBepax ble CeTH
3aKa3urKa
KonkypeHuus Ha CHmxeHmns 2 4 Cpennnit N3yuenue ena, Brixon
PBIHKE BBIIIE crpoca Ha TbTEPHATHBHEI HOBOTO
0’KHJJaeMOTO MIPOJYKT X TEXHOJIOTHI MPOIyKTa Ha
JUISI CHHDKEHU S PBIHOK
CTOMMOCTH
IPOAYKTa

* VpOBeHb pHCKa MOJKET OBITh: BBICOKMH, CPEIHUM MIIM HU3KHI B 3aBHCHMOCTH OT BEPOATHOCTH
HACTYIIJICHUS U CTENIEHU BJIUSHUS PHUCKA.

5.4 Omnpenesienne pecypcHoi (pecypcocoeperaromnieii), GuHaHCOBOM,
0I0/I’K€THOM, CONMAJBHON U IKOHOMUYeCKO# 3 (PEeKTUBHOCTH MCCJIEI0BAHMS

9.4.10ueHka a0coIOTHOM 3(P(PeKTUBHOCTH M CCIET0OBAHNS

B ocHOBe mMpOEKTHOTO TOAXO0/a K HHBECTUIIMOHHOW JIESITEIbHOCTH
MPEANPUATHS JICKUT NPUHIUI JACHEKHBIX MOTOKOB (cashflow). OcoOGeHHOCTBIO
SBIISIETCS €r0 TMPOTHO3HBIA M JOJITOCPOYHBIN XapakTep, MOITOMY B NMPUMEHSIEMOM
MOAXO0/I€ K aHaJU3y YYHTHIBAIOTCS (akTop BpemMeHu M (akTop pucka. s oneHku
o0mielt SKOHOMUYECKON A(h(HEKTUBHOCTH HCIONB3YIOTCS CIEAYIONINE OCHOBHBIC
MOKa3aTelu:

—  yucrag Tekymas croumocts (NPV);

—  wuHaekc goxoaHoctH (PI);

—  BHYTpeHHss ctaBka qoxonHoctu (IRR);
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—  cpok okynaemoctu (DPP).

Uucras tekymas croumocth (NPV) — 3To mokazatenb SKOHOMHYECKOMU
3G (PEKTUBHOCTH HMHBECTULMOHHOTO MPOEKTa, KOTOPBIA PACCUUTHIBAECTCS MYTEM
OUCKOHTUPOBAHMS (NMPUBEIEHUS K TEKylled CTOMMOCTH, T.€. Ha MOMEHT
MHBECTUPOBAHUS) OKUJAEMBIX JEHEKHBIX OTOKOB (KaK JOXOJ/I0B, TaK U PacXOOB).

Pacuétr NPV ocymectBisiercs no cieayromieit hpopmyie:

= 4/
NPV =Z(ﬂ—°,”t—10, (16)

rae:Y/AIl,,;— uncThie AeHE)KHbIE MOCTYIUIEHUS OT ONEPAIMOHHON 1€ TETbHOCTH;

[p— pa3oBble HTHBECTUIINH, OCYIIIECTBISIEMBIE B HYJIEBOM TOAY;

t — HoMep miara pacueta (t=0, 1,2 ...n)

N — TOPU30HT PacueTa;

[ — CTaBKka JHWCKOHTUpPOBaHMS (KeJlaeMbId  YpPOBEHb JOXOJHOCTHU
WHBECTUPYEMBIX CPEJICTB).

Pacuér NPV mnosBossieT cyauTh O I1€7€c000pa3HOCTH WHBECTUPOBAHUS
neHexHbix cpencts. Ecniu NPV>0, To npoekT oka3biBaeTcs 3P GEeKTUBHBIM.

Pacuer uymcroit Tekymiel CTOMMOCTH TpejacTaBieH B Tabmuie 26. [lpu
pacuete peHTabenbHOCTh MpoekTa coctapisa 20 %, aMOpTU3AIMOHHBIE OTYHCIICHUS
10 %. Bromket npoekTa=109052 py6.

KoaddunmeHT 1ucKkoHTHPOBaHMS pacCUUTaH 1o GpopmyJie:

K = (17)

1+)Y
rje: [ —cTaBKa quckoHTUpoBaHus, 20 %;

{ — mar pacuera.

Takum oOpa3zoMm, uucTas TEKymias CTOMMOCTh IO TPOEKTYy B IEJIOM
coctanisier 109194,26 pyOGaei, 9ToO MO3BOJISIET CYIUTH O €ro 3P (HEKTUBHOCTH

Nunexc nmoxomHoctu (PI) — mokazarens 3¢@GEKTUBHOCTH WHBECTHUINH,
MPEICTABIAIONNN COOON OTHOIIEHWE IUCKOHTHPOBAHHBIX JIOXOJOB K pa3Mepy

HMHBCCTHUIMOHHOI'O  KallyTala. I[aHHBIﬁ IIOKAa3aTCJ/Ib  IMMO3BOJIACT  OIIPCACIUTD
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MHBECTULIMOHHYIO 3((PEKTUBHOCTh BIIOXKEHUH B JaHHbIA mpoekT. Muaekc
JOXOJTHOCTH PACCUUTHIBAETCS MO (bopMyJIe:
(1 + )t / 0 ( )
rae: Y/II - yucThiif 1eHeXHBINH MOTOK, MIIH. Py0.;
[,— HavanbHBIA WHBECTUIIMOHHBIN KamuTajl, MJIH. pyo.
Tabnuma 26 — Pacuer yucToil TeKyIiel CTOUMOCTH IO TIPOEKTY B IIEJIOM
No Haumenosanune Iar pacuera
B MoKazaTenen 0 1 2 3 4
1 Beipytia ot 0 130863 | 130863 130863 130863
peanuzanuu, pyo.
2 Hroro nputok, pyo. 0 130863 130863 130863 130863
3 NuBecTuinoHHBIE 2109052 0 0 0 0
W3EPKKH, pyO.
4 OnepanmoHHbIe 0 0 0 0 0
3aTparthkl, pyo.
g | Hanoroobraracmas 0 130863 | 130863 130863 130863
MPpUOBLITH
6 Hamnoru 20 %, py®0. 0 26172,60 26172,60 26172,60 26172,60
7 Hroro oTToK, pyo. -109052 26172,60 26172,60 26172,60 26172,60
8 | UYwucras nmpuObLIb, pyoO. 0 104690,40 | 104690,40 | 104690,40 | 104690,40
g | memeHACHCKHBIL | 65000 | 11550560 | 11559560 | 11559560 | 115595,60
notok (Y/II), pyO.
10 Koo uument 1 0,833333 | 0,694444 | 0578704 | 0,482253
muckonTupoBanus (KJI)
YucTeiii
11 JUCKOHTUPOBAHHBIN -109052 96329,63 80274,67 66895,64 55746,32
noxon (Y1), pyo.
12 hIR b1 i 299246,26
12 Htoro NPV, py6. 109194,26
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299246,26

T09052 _ >744

Takum o6pazom PI > 1, TO poEKT sBisieTCs 3P (HEKTUBHBIM.

3HaueHUE CTaBKH, MPU KOTOPOM oOpamiaercs B HyJb, HOCUT Ha3BaHHE
«BHYTpEeHHEN crTaBku joxoaHoctw» wuinu IRR.  ®dopmanbHOEe omnpeneneHue
«BHYTPEHHEN CTaBKM JIOXOJHOCTHW» 3aKJIKOYaeTcs B TOM, YTO 3TO Ta CTaBKa
JUCKOHTUPOBAHMS, IPHU KOTOPOM CYMMBbI JUCKOHTHUPOBAHHBIX INPUTOKOB JEHEKHBIX
CPEACTB PaBHbl CyMME IUCKOHTHUPOBAaHHBIX OTTOKOB miM =0. Ilo pasHoctn mexnay
IRR u craBKOW JUCKOHTUPOBaHUSA 1 MOXHO CYAMTh O 3amace SKOHOMHUYECKOH
NPOYHOCTH MHBECTUIIMOHHOTO mpoekTa. Yem Ommke IRR k cTaBke NHCKOHTHUpPOBaHUS

i, TeM OOJIBIIIE PUCK OT HHBCCTUPOBAHUA B }IaHHLIﬁ ITPOCKT.

440,,
L1+ IRIg)t z 1+ IRR)t (19)

Mexay uucroi Tekyiiet croumoctbhio (NPV) U craBkoil JTUCKOHTHPOBAHUS
(1) cymecTByeT oOpaTHasi 3aBUCUMOCTh. JTa 3aBUCUMOCTD IPEACTABICHA B TaOIuUIE
27 v Ha pucyHke 17.

N3 Ttabnaumsl u  rpaduka ciaegyer, UYTO 10O Mepe pocTa CTaBKU
JUCKOHTHUPOBAHUS  YUCTasl TEKyllas CTOMMOCTh YMEHBIIAETCS, CTAaHOBACH
OTpUIIATEIbHONU. 3HaueHUe cTaBkH, npu KoTopoit NPVoOpamiaercs B Hyib, HOCHUT
Ha3BaHHE «BHYTPEHHEH CTaBKH JOXOIHOCTH» WU «BHYTPEHHEW HOPMBI MPUOBLINY.
N3 rpaduka nmomxyyaem, uro IRR cocraBnser 1,14.

3amac skoHOMUYeCcKo# poyHocTu mpoekTa: 114%-20%=94%.

Kak oTrmeuanoch paHee, 0O4HUM U3 HEIOCTATKOB MOKAa3aTENsl MPOCTOTO CPOKa
OKYyIa€MOCTH SIBIISIETCSI UTHOPUPOBAHUE B IPOLIECCE €r0 pacyeTa pa3HOil LIEHHOCTH
JICHET BO BPEMEHH.

DTOT HENOCTATOK YCTPAHSETCA MYTeM OIMNpEAeieHUs JTUCKOHTUPOBAHHOIO
CpOKa OKyIaemMocTu. To ecTb 3TO BpeMs, 3a KOTOPOE JIEHEKHBIE CPEACTBA JOJKHBI

COBEPIIUTH 000POT.
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Tabnuua 27 — 3aBucumoctb NPVOT cTaBKM JTUCKOHTUPOBAHMS

No | Hamvenosarie 0 1 2 3 4 NPV, py6
noKasarens
Yucrtsie
1 JICHEKHbIE -109052 | 130863 130863 130863 130863
MOTOKH, pyO

2 KoadpuumeHnT muckoHTUpOBAHHS
0,1 1 0,90909 | 0,82645 | 0,75131 | 0,68301
0,2 1 0,83333 | 0,69444 0,5787 0,48225
0,3 1 0,76923 | 0,59172 | 0,45517 | 0,35013
0,4 1 0,71429 0,5102 0,36443 | 0,26031
0,5 1 0,66667 | 0,44444 0,2963 0,19753
0,6 1 0,625 0,39063 | 0,24414 | 0,15259
0,7 1 0,58824 | 0,34602 | 0,20354 | 0,11973
0,8 1 0,55556 | 0,30864 | 0,17147 | 0,09526
0,9 1 0,52632 | 0,27701 | 0,14579 | 0,07673

1 1 0,5 0,25 0,125 0,0625

1,1 1 0,47619 | 0,226757 | 0,10798 | 0,051419
1,2 1 0,45455 | 0,20661 | 0,09391 | 0,04269
1,3 1 0,43478 | 0,18904 | 0,08219 | 0,03573

3 JIMCKOHTHPOBAHHBIN JICHEKHBIN 0X01, PYO.
0,1 -109052 | 118966 108151 | 98319,3 | 89381,2 305766,1
0,2 -109052 | 109053 | 90877,1 | 75730,9 | 63109,1 | 229717,57
0,3 -109052 | 100664 | 77433,7 | 59564,4 | 45818,8 | 174428,75
0,4 -109052 | 93473,6 | 66766,8 | 47690,6 | 34064,7 | 132943,72
0,5 -109052 | 87242 58161,3 | 38774,2 | 25849,5 | 100975,04
0,6 -109052 | 81789,4 | 51118,4 31949 19968,1 | 75772,818
0,7 -109052 | 76978,2 | 45281,3 | 26636,1 | 15668,3 | 55511,893
0,8 -109052 | 72701,7 | 40389,8 | 22438,8 12466 38944,26
0,9 -109052 | 68875,3 | 36250,1 19079 10041,6 | 25194,012

1 -109052 | 65431,5 | 32715,8 | 16357,9 | 8178,94 | 13632,063

1,1 -109052 | 62315,7 | 29674,1 | 14130,5 | 6728,83 | 3797,2435
1,2 -109052 | 59483,2 | 27037,8 | 12289,9 | 5586,32 -4654,77
1,3 -109052 | 56897 24737,8 | 10755,6 | 4676,33 | -11985,33
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CraBKa AMCKOHTMPOBaHUA

Pucynok 17 — 3aBucumocts NPVOT CTaBKH THCKOHTHPOBAHHUS
Hawubosiee mpueMiieMbIM METOJIOM YCTaHOBIICHHS TUCKOHTHPOBAHHOTO CPOKa
OKYITaeMOCTH SIBJIICTCS PACUeT KyMYJIITHBHOTO (HApaCTAIO[MM MTOTOM) JAEHEKHOTO
notoka (Tabnuna 28).

Tabnuua 28 — JINCKOHTHUPOBAHHBIN CPOK OKYIIa€MOCTH

IIlar pacuera

Ne | HammeHnoBaHMe mokazareis 0 1 5 3 1
JIMCKOHTUPOBAHHBIN

1 | memescriit zoxon (i =0,20), | 109052 | 96329,63 | 80274,67 | 6689564 | 55746,32
pyoO.

o | To e napacTaroum -109052 | -12722,37 | 67552,30 | 134447.94 | 109194,26

HUTOTOM, pYO.

JIMCKOHTUPOBAHHBIN CPOK

PP,.=1+(12722,37/80274,67) =1,16rona
OKYTNaeMOCTH

ConmanbHas 3QGeKTUBHOCTh Hay4dHOro mpoekrta (Tabmuna 29) yduThiBaeT
COLMATBPHO-?)KOHOMUYECKUE TIOCIIEICTBUS OCYIICCTBICHUS HAYYHOTO IPOEKTA IS
oOIecTBa B IEJIOM WM OTICIBHBIX KATETOPUI HACEIICHWW WM TPYII JUIl, B TOM
YHClie KaK HeTIOCPEICTBEHHBIC PE3yIbTaThl MPOEKTA, TAK U «BHEITHUE)» PE3yJIbTaThl B
CMEXHBIX CEKTOpaX JKOHOMHKHU: COIMAJbHBIC, JKOJOTHYECKUE U  HHbBIC
BHEIKOHOMUYECKHE Y (DEKTHI.

Tabmuna 29 - Kputepwuii conmanbHoOM 3P dekTuBHOCTH

A0 ITOCJIE
TpaTa OOJIBIIIOr0 KOJUYESCTBA BpEMCHHU I OKOHOMUS QJICKTPOIHEPTHUU 3a CUcT
BBIIIOJIHCHUA PYTUHHBIX 3a/da4, 4YTO BCACT K | MCIIOJIb3OBAHUMA yaT-00Ta AJI1 pyTUHHBIX 3a/1a4,
HU30BITOUYHOU TPATC DJICKTPOIHEPTUU TaK KaK TpaTUTbCA MCHBIIC BPCMCHHU 34
KOMIIBIOTCPOM JJIsI pCHICHU A TCX JKC 3a1a4.
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5.4.201eHKa cpaBHUTEIbHOM 3()PeKTUBHOCTH HUCCJIEI0BAHUA

Omnpenenenue  >PGHEKTUBHOCTH  MPOUCXOJUT HA  OCHOBE  pacuera
MHTErpajbHOro Mokaszatenss 3S(@PEKTUBHOCTH Hay4yHOro wuccieaoBanus. Ero
HAaXOXXJEHUE CBSA3aHO C OINPEACICHUEM JIByX CpPEIHEB3BEIICHHBIX BEJIUYUH:
¢uHaHCOBOM 3P PeKTUBHOCTU U pecypcodPPHEKTUBHOCTH.

WurterpanpHbiii  mnoka3arenb (UHAHCOBOM  A(P(EKTUBHOCTH  HAYYHOTO
UCCJIEIOBaHMs TOJy4alOT B XOJI€ OILIEHKHM Orojpkera 3artpaT Tpex (uiam Ooiee)
BapUAHTOB MCIOJHEHUs Hay4yHOro wuccienoBanus. s 53Toro HauOoJbIIMH
UHTETpajbHbIA MOKa3aTelb peain3aliid TEXHUUYECKOW 3a7aud MpUHUMAETCs 3a 0asy
pacuera (Kak 3HaAMEHAaTeJb), C KOTOPbIM COOTHOCHUTCS (PMHAHCOBBIC 3HAUYEHMS IO
BCEM BapUaHTaM UCIOJIHEHHUS.

WNuTerpanbHblii  (pUHAHCOBBIA TOKa3aTedb pa3pabOTKU OIpeAenseTcsa o

cienyrouieit popmyse:

Incn.i - (Dpi 20

bunp — ® ’ ( )
max

rie: Ig;‘;;, — UHTETpAJIbHBIN (PMHAHCOBBIN MMOKa3aTeNlb pa3paboTKH;

chi — CTOMMOCTb [-TO BapHaHTa UCIIOJIHCHUA,

D,,,0x — MAKCUMAaJIbHASI CTOUMOCTH UCTIOTHEHUSI HAYYHO-HCCIIEI0BATEILCKOTO
mpoeKkTa (B T.4. aHAJIOTH).

[lonydyeHHass  BelIMYMHA  WHTETPAJbHOTO  (PUHAHCOBOTO  TOKAa3aTens
pa3pabOTKH OTpa)kaeT COOTBETCTBYIOIIEE UYMCICHHOE yBEIMUYEHHE OIOJKETa 3aTpat
pa3paboTku B paszax (3HaueHuWe OOJbIle EJAWHMIIBI), JHOO COOTBETCTBYIOIIEE
YHUCIICHHOE YJICIIEeBIIEHNE CTOMMOCTUA pa3pabOTKM B pa3zax (3HaueHHWE MEHBIIE
€JIMHUITBI, HO OOJIbIIIEC HYJIS).

WuTerpansHblil mokazatensb pecypcodrhGeKTUBHOCTH BapHAHTOB HCIIOTHEHUS

00BEKTa UCCICTOBAHNS MOKHO ONIPEICIIHTh 110 CIIeIyIomel Gpopmye:

Iy = Z a; - by, (21)
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rae: Ip; — MHTErpajlbHBIA TOKa3aTelb PecypcodPEKTUBHOCTH Ul 1-TO BapHaHTa
UCIIOJIHEHUS pa3pabOoTKu;

a; — BeCOBOM KO3((ULMEHT 1-TO BapUaHTa UCIIOJIHEHUS pa3padOTKH;

b{, blp — OanpHasg ONLEHKAa 1-r0 BapuUaHTa WCIOJHEHUS pa3paboTKH,
YCTaHABIMBAETCS SKCIEPTHBIM IyTEM IO BRIOPAHHOM IIKaJIe OLICHUBAHUS;

N — 4KCJIO0 MapaMeTPOB CPABHEHHS.

Pacuer wuHTErpalbHOrO mNoOKazaTelsa pecypcodP(GEeKTUBHOCTH MPHUBEIAEH B
dopme Tabuib (Tadbnue 30).

Tabmuua 30 — CpaBHuTenbHas OIEHKAa XapaKTEPUCTHUK BAPUAHTOB MCIIOTHEHUS

IIPOEKTa

[10 | Becosoit koad. | Texkymwuii | Ananor | AHajor
Kputepun napaMmerpa MIPOEKT 1 2
1. CrocobGceTByeT yBeIMUEHNI0 CKOPOCTH 0,23 5 4 4

BBIIIOJTHCHHA PYTUHHBIX 3a1a4

2. Y1oOCTBO B DKCIUTyaTaIlu (COOTBETCTBYET

TpeboBaHMsAM MOTpeduTeNel, Bce PyHKINU 021 5 5 5
BHYTPHU OJIHOTO MPUIIOKEHHS])

3. Be3omacHOCTS 0,19 4 4 4
4. HanexHOCTh 0,19 4 3 3
5. IIpocToTa skcruryaTanuu (IOHSITHBINA 0,18 5 4 4
uHTepderc u GyHKIImn)

Hroro 1 23 20 20

P =5-023+5-021+4-0,19+4-0,19 +5-0,18 = 4,62
#=4-023+5-021+4-019+4-0,19+5-0,18 = 4,39

I#=4-023+5-021+4-019+4-0,19+5-0,18 = 4,39

p

duHp Hn a”Hajaora

WNuTerpansubiii mokaszatens 3¢dektuBHOCTH pa3paboTku [
[§unpoTIpenensercs Ha OCHOBaHUU WHTETPAIBLHOTO MOKa3aTens

pecypcodPpHEeKTHBHOCTH U MHTETPAIIBHOTO (PMHAHCOBOTO MOKa3aTess mo Gopmyre:

I, I,
Ip = m. Ia = — (22)
¢ p’ “ounp
LT R
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CpaBHEHUE UHTETPATILHOTO MOKa3aTelsd 3PPEKTUBHOCTU TEKYIIETO NIPOEKTa U
aHAJIOrOB MO3BOJIUT ONPEJIEIUTh CPABHUTENbHYIO 3(P(EKTUBHOCTh MPOEKTA.
CpaBHutenpHas 3 PEeKTUBHOCTh IPOEKTA OIpeaesercs no GopmyIe:

dep = Loy (23)
v Ice]l)m-lp,
rje: I, — CpaBHUTENbHAS Y)PEKTUBHOCTD POEKTA,;

p o .
[ y1yyp — MHTET pAIIbHBIN TIOKA3aTENb pa3paboTKy;

[y — MHTETPATILHBIN TEXHUKO-3KOHOMUYECKHUH TIOKA3aTeb aHAJIOT.
CpaBHutenbHass 3((PEeKTUBHOCTh Pa3pabOTKH MO CPaBHEHUIO C AHAJIOTAMH
npejacTaBieHa B Tadmauie 31.

Tabnuua 31 — CpaBHurenbHas 3 HEKTUBHOCTh pa3padOTKU

1?/?1 [TokazaTtenu Pa3zpaboTtka Amnaror 1 Amnaror 2

1 Wnrerpanbublii  (UHAHCOBBIN 0.9 0,97 1
MoKa3arenb pa3paboTKu
HuTerpanbHblil MoKa3aTelib

2 | pecypcoddHeKTHBHOCTH 4,62 4,39 4,39
pa3paboTKu

3 WuTerpanbHbiit MoKa3areb 5,133 4,526 4,39
ahdexTuBHOCTH

4 CpaBauTenbHas 3pHEKTUBHOCTh 1 0,88 0,855
BAPUAHTOB HUCIOJHEHUS

BriBoa: CpaBHeHue 3HAaY€HUN WHTETPajbHBIX TMOKaszaTenel 3¢h()eKTUBHOCTH
MO3BOJIIET TOHSTH, YTO pa3pabOTaHHBIM BapUaHT NPOBEICHUS MPOEKTA SIBISETCS
HanOosee A(PGEeKTUBHBIM TpW  pElIeHWH TIOCTaBJIGHHOW B  MarucTepcKoOu
JTUCCepTallMd TEXHUYECKOM 3aJaud C TO3UINMH (UHAHCOBOM M pecypcHOM
3 PEKTHBHOCTH.

B xome BemonHeHus pasznaena (UHAHCOBOTO MEHEIHKMEHTA pPacCUUTaH
OFO/DKET HAYYHOTO MCCIICOBAaHUs, ONpeIelicHa YucTas TeKymas ctoumMocth, (NPV),
paBHas 109194,26py6.; wnHmekc noxomHoctu PI=2,744; BHYTpeHHSsS CTaBKa
noxonHoctu |IRR=1,14, cpok okynmaemoctu PPruck=1,16 roma, TeM caMmbIM
WHBECTULMOHHBIA NPOEKT MOXHO CUHUTATh BBITOJHBIM M 3KOHOMHUYECKH

11eJ1IeCO00pa3HBIM.
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CONCLUSIONS

In this work, the goal was achieved and the following tasks were successively
solved.

First of all, we analyzed existing chatbots and found out that mainly they are
developed under some messengers’ API. It is much easier to go this way, but the
drawback is companies doesn’t want to use messengers’ API. They think it is not safe
and could let to the outflow of information. That is why we used programming
language without messengers’ API and that’s why our development is relevant.

Secondly, we analyzed development tools and chosen next technology stack:

a) Python programming language, because it is mostly used in the field of
machine learning. It means lots of libraries and technologies are built for developers,
which makes it is the process of development;

b)  NumPy for working with arrays and matrices;

c) SciPy —to expand NumPy’s functionality;

d) NLTK (Natural Language Toolkit) — to prepare dataset for machine
learning;

e) pymorphy2 — used for text preprocessing in combination with NLTK to
achieve higher accuracy;

f)  TensorFlow — which uses tensors (n-dimensional arrays of basic data
types) to create a neural network with given parameters;

g) Six to make program files compatible between Python versions.

In third place, we prepared data for machine learning and applied current data
conversation steps:

a) tokenization;

b)  token normalization;

c) converting words to vectors by counting its Term Frequency — Inverse
Term Frequency (TF-IDF) value.

For tokenization we used white space tokenizer from the NLTK library. For

token normalization we converted words into lemmas by using the pymorhy? library.
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Finally, we counted TF-IDF values which allowed us to convert words into vectors to
perform operations faster.

Fourth, we implemented a chatbot as a console application with a simple
graphical user interface. The developed chatbot represents “end-to-end” system. In
this system we had to train only one model which at first understand what user wrote
and then respond to him/her in text mode. Also, it could follow the context of
dialogue using LSTM (Long-Short Term Memory). To train a chatbot we used a
dataset from Yandex.Toloka. RNN (Recurrent neural network) is used to build
seq2seq model. We propose to use the recurrent neural network because in our case
the next result depends on the previous context. The seg2seq model uses encoder and
decoder to process an input text and to answer respectively. Encoder used to
understand what user wrote and to follow the context and decoder used to form
answers.

Finally, we provided a set of tests for the implemented chatbot by live
dialogue with it. During testing, we used slang in text messages, made spelling errors,
but the bot recognized and corrected them well. The results of communication have
been presented in figure 7.

Testing results showed that the probability of recognizing formalized user
requests reaches 90% and higher.

Also, in this work, we assessed the risks and dangers to health and the
environment, and considered ways to minimize them. We found out that the
workplace microclimate, lighting and electromagnetic radiation are normal, which
indicates safety for humans. An analysis of the identified hazardous factors of the
working room showed that electrical, fire and environmental safety are under control
and all necessary measures to ensure safety are being taken.

After that, we analyzed financial part of the project. In this section, we
calculated the budget of the project, the net present value (NPV), profitability index
(PI), the internal rate of return (IRR) and the payback period. Based on these
indicators we concluded that this investment project is profitable and economically

feasible.
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In general, we can conclude that the proposed chatbot architecture and its
software implementation are cross-platform and can be used on PCs, smartphones
and are easily integrated into corporate networks and at the same time require
minimal time and human resources for support and further development. Also, the

project development process is safe for health and it is economically feasible.
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