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Abstract
Final qualifying work 90 pages, 15 figures, 26 tables, 43 sources.

Keywords: medical image segmentation, deep learning, fullly convolutional
network, U-Net, colorectal cancer.

The object of the study is data on the colorectal cancer.

The subject of the research the colorectal cancer tumor segmentation model
and make a system interface.

The objective of the project is to develop the system from colorectal cancer
tumor segmentation model by using Python programming to help doctors perform
rectal cancer tumor segmentation, reduce treatment risk, choose better surgical
options and accurately determine tumor size and morphology.

In the research project, to learn how to use python programming for network
model building and use Python for rectal cancer tumor region segmentation.

As a result of the study, it is show that to improves the accuracy of rectal
cancer tumor segmentation can be improved by using the U-Net network model that
allows segmentation of medical images with small data sets. It is concluded that the
program calculator is made.

Basic design, technological and technical and operational characteristics: the
developed method can determine the size and morphology of rectal tumors.

Scope: the developed technique can be used to improve the accuracy of rectal
cancer tumor segmentation and the calculator's interface makes the U-Net model
easier to use.

Publications:

XIX MexayHapoIHOM HayqHO-TPaKTUYECKON KOH(pEepEHIIUU CTYJIEHTOB,
aCIIMPAHTOB U MOJIOJIBIX YUEHBIX.

MOJIOAEXDb 1 COBPEMEHHBIE UHOOPMAILIMOHHLIE TEXHOJIOT'MU
MCHUT-2022

Tomck, 21-25 mapra 2022r.

Ban Oinsus(TomMckuil monurexanueckuit yauepeuteT) “Rectal Cancer Image
Segmentation Method Based on U-Net Network™
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Introduction
In recent years, with the vigorous development and application of imaging

technology, in more and more medical diagnosis, imaging technology is used to
improve the efficiency of doctors' diagnosis and reduce the rate of misdiagnosis. In
this case, medical institutions need to process more and more medical images, and the
segmentation of medical images is very important. In the past clinical diagnosis, the
segmentation is usually performed manually by experienced doctors. This method is
time-consuming and labor-intensive, the results are unstable, and there are certain
differences in the segmentation results. Therefore, it is particularly important to
segment medical images accurately, quickly and efficiently.

The paper uses U-Net network for intelligent segmentation of rectal cancer CT
images, incorporates techniques such as image enhancement and batch normalization
to alleviate the overfitting phenomenon, and determines the optimal initial learning
rate and the number of convolutional kernels through several experiments, and
achieves the ideal segmentation of rectal cancer tumors using U-Net network:
85.76%. The experiments show that U-Net works well for medical image
segmentation on small data sets, and the similarity of segmentation can be accurately
measured using Dice coefficients for data sets with extremely skewed positive and
negative samples.

In this work, I have done a literature review to describe the steps to create a
rectal cancer tumor network segmentation model using Python programming,
including:

 Data preparation

 Variable selection

* Train the model

» Improve segmentation accuracy

However, medical images are more complex, and doctors have different
experiences and diagnose diseases differently. This image segmentation model will
help doctors make decisions about patients' conditions and control risks. By
automatically segmenting the tumor area of rectal cancer, it can help doctors to judge
the condition more accurately.
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1  Project introduction

1.1 Project background and research purpose and significance

In recent years, with the booming development and application of MRI,
positron emission tomography, imaging spectroscopy, ultrasound imaging, X-ray,
DSA imaging and other image generation techniques, the use of image generation
techniques has been successfully used in more and more medical diagnoses. More
and more medical diagnoses, image generation technologies are successfully used to
improve the efficiency of doctors' diagnoses and reduce the rate of physician
misdiagnosis. Image generation technology allows doctors to have a very intuitive
understanding of the current status of the patient, the trend of the condition and trends
in the patient's condition, which helps doctors to analyze and judge the case later.
This can significantly increase the probability of cure, which is of great significance
for medical diagnosis and treatment. With the widespread use of image generation
technology, medical institutions need to process more and more medical images. The
manual processing and analysis of medical images by doctors alone is not only time-
consuming and labor-intensive, but also time-consuming because of the difference in
doctors' level and physical fatigue. This is not only time consuming, but also due to
the difference in the level of doctors and physical fatigue, which can make the
processed results unstable or even wrong. This makes medical institutions in urgent
need of automated medical image processing technology to help alleviate the burden
of medical doctors and provide stable and effective results. This makes it urgent for
medical institutions to have automated medical image processing technology to help
reduce the burden of medical doctors and to process medical images in a stable and

effective way.

Along with the accumulation of medical image images, researchers have been
meticulously processing and analyzing the huge amount of medical image images one
after another, from which the association between some diseases and their medical
image images is automatically learned by algorithms, and certain achievements have

been made in the automated medical image image processing[1-3]. With the
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widespread use of image generation technology in medical institutions, image
processing related technologies will become more and more important.
Breakthroughs in automated medical image processing technology are crucial for
improving the efficiency of medical diagnosis. Because of the above reasons, the
research and application of automated medical image processing-related technologies
are of critical importance, which makes the full exploitation of the potential value of
medical images and the improvement of the efficiency of clinical applications a top

priority for academics and medical institutions.

Image segmentation is a crucial task in medical image processing, and many
other related tasks in medical image processing require prior image segmentation,
making it a very important part of medical image processing. Since the beginning of
the twentieth century, along with the flourishing development of computer-related
and artificial intelligence technologies, CAD technology has been used to analyze
medical images to assist doctors in diagnosis. In the process of diagnosing diseases
using CAD technology, the computer is not disturbed by emotions and works for long
hours without fatigue, which allows objective and efficient medical diagnosis and
significantly avoids many diagnostic errors. Medical image segmentation is the first
and foremost issue in medical image processing and is one of the key steps that can
raise the processing of images to a higher level and help to analyze and process
medical images in greater depth by understanding the content of images from a
semantic perspective. Therefore, the research and application of automatic algorithms
for medical image segmentation is crucial. It is beneficial for the professional
physicians to use the segmentation results for qualitative and even quantitative
analysis and processing of the condition, to compare the patient's physical condition
before and after the medical treatment in detail, and to adjust the treatment plan in
time according to the patient's physical condition[4]. In conclusion, medical image
segmentation is an important part of CAD technology, which is the key to medical

image processing technology.

Medical image segmentation generally refers to extraction in some target areas
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in the entire image through some way, such as nucleus, organs or tissues. The results
of the division of medical images usually have no intersection in each area, and each
area that is divided has a certain similarities within it[5]. Medical image segmentation
is sometimes the first step in the diagnosis and treatment of certain diseases, for
example, for early detection of diseases associated with the liver, estimation of the
volume of the human liver and creation of a 3D model of the liver, it is necessary to
first perform an accurate segmentation of the liver in the image[6]. In the previous
clinical diagnosis, the general image segmentation is a senior doctor with rich
experience and professional knowledge to artificially divide the artificial division.
The error, because doctors may be disturbed by factors such as emotions or fatigue,
and each doctor's judgment on the results of the segmentation will also have some
differences[7]. In order to effectively auxiliary doctors and improve the effect of
medical image segmentation, it has extremely critical importance to the research and
application of automated medical image and picture processing technology, which
makes the potential value of medical image pictures and improves the efficiency of
clinical application. At present, academic and medical institutions are emphasized

and explored.

Compared with the images of natural scenes, such as houses, roads, trees, etc.,
medical images have great special features. While images of natural scenes are
usually separated from each other clearly and the outlines of the target objects are
clear, medical images, due to their own complexity, have blurred separation between
their components and the boundaries between them are not clear enough. This
phenomenon is partly due to the variability and complexity of the human body itself,
but also due to the objective limitations of medical imaging equipment and
immaturity of technology. Therefore, the segmentation of medical images is more
challenging than the semantic segmentation of images of natural scenes. When
segmenting medical images, it is important to fully consider the special
characteristics of medical images compared with natural scenes, so that a better

segmentation result can be obtained. However, many past studies did not carefully
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analyze the differences and special features between the two, and applied the
segmentation algorithm for natural scene images to medical images directly without
any improvement of the algorithm, resulting in mediocre segmentation results. In
conclusion, segmentation for medical images is very challenging and has attracted an
increasing number of researchers from home and abroad to solve this problem.

1.2 Current status of domestic research and analysis

It is because of the great social value and difficulties of segmentation of
medical images that more and more researchers at home and abroad have been
studying and exploring this problem. Researchers abroad have started to study
medical image processing technology for a long time, but because of the immaturity
of image generation technology at that time, and because of the great complexity and
diversity of medical images, even experts may make mistakes in analysis. Along with
the booming development and wide application of related technologies, a huge
amount of medical images to be processed and analyzed manually or by algorithms
have gradually accumulated, which makes medical institutions increasingly hope that
medical image related technologies, represented by medical image segmentation, can
be applied to automated medical image processing as soon as possible. In recent years,
the research on medical image processing technology represented by medical image
segmentation has been gradually increasing in China, and more and more related

research projects are carried out in various universities and research institutes.

Before deep learning received wide attention from academia and industry,
traditional machine learning algorithms based on manual extraction of features in
medical image processing, such as medical image segmentation, have made great
breakthroughs and developments, and many researchers at home and abroad have
proposed numerous traditional algorithms to solve the problem of medical image
segmentation. However, these traditional algorithms have obvious limitations, and
there are still great difficulties and challenges in applying these traditional algorithms
for accurate segmentation of medical images, and newer and more efficient

algorithms need to be explored to solve them. The processing of medical images is
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more difficult compared to images of natural scenes, with diverse variations, chaotic
distribution of parts in the image, inconspicuous contrast, lack of obvious edges
between parts, and large differences in physical features such as the shape of the

target segmentation object[8-9].

Along with the gradual and intensive research on medical image segmentation
by domestic and foreign researchers, a number of results based on traditional
algorithms have been achieved in this research direction at present. These include
algorithms that use different regions of the image for segmentation[10], algorithms
that use a predetermined threshold for segmentation[11], algorithms that use
boundary information in the image for segmentation[12], and so on. The studied
segmentation algorithms can be broadly classified into three categories. The first is
the algorithms that use the discontinuity of boundary information for segmentation,
such as fitting surfaces, differential operator parallelism, and deformation models; the
second is the algorithms that use the similarity of different regions of the image for
segmentation, such as region growing algorithms, thresholding methods,
classification and clustering algorithms, and statistically related algorithms; and

finally, the algorithms that combine the above two methods[13-15].

The methods of medical image segmentation have evolved roughly from
manual segmentation in the beginning to semi-automatic segmentation to the recent
fully automatic segmentation[16]. In the beginning, it mainly relied on professional
doctors to draw the edges of the target segmentation manually, which produced better
results, but it relied heavily on the experience and expertise of doctors, and it was less
stable, difficult to reproduce the same results, and time-consuming, and it seemed
impossible for doctors to segment manually in the face of the accumulated huge
amount of medical images to be processed. With the booming development and wide
application of computer-related and artificial intelligence technologies, the process of
medical image segmentation can be combined with some advanced methods to
achieve semi-automatic segmentation of medical images, which can significantly

improve the efficiency of image segmentation and make the segmentation results less
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subjective to professional doctors. However, this method also requires a certain level
of experience and expertise from the operator. For example, researcher Worth used
his experience and expertise in anatomy to semi-automatically segment MR images
of the human brain, and this method achieved relatively good results[17]. Along with
the flourishing and widespread use of traditional machine learning techniques,

researchers have devised algorithms that can automate image segmentation[18].

The algorithm is completely automatic and does not require the researcher to
perform the related operations, but it still has some problems. In using the properties
of K-nearest neighbor algorithm and neighborhood approximation, Grabowski,
Bieniecki et al. proposed an algorithm to segment images by using neighborhood
templates to speed up the finding[19], thus solving the shortcomings of KNN finding
inefficiency to some extent, and its final segmentation effect is better than using K-
nearest neighbor algorithm alone.Boiman, Shechtman Coupé, Manjon et al. proposed
the Naive Bayes Nearest-Neighbor (NBNN) algorithm based on plain Bayes[20], and
their experiments on several datasets proved its superiority over the previous
algorithms.Coupé, Manjon et al. sliced medical 3D images into overlapping block
pixels, then used a series of methods to reduce the number of block pixels, and finally
used KNN to search for the most similar block pixels and complete the segmentation
by voting on the labels of the pixel points[21]. This method reduces the number of
KNN retrievals although it is a segmentation of grayscale images, while using a small
number of CT image samples to create a large number of block pixel image samples,
which enhances the classification ability of KNN, and the method using block pixels
does not require any alignment, and finally, it is analyzed that the use of smaller
block pixels is prone to the problem of segmentation holes.Rousseau, Habas used
block pixels and KNN algorithm to segment medical images of the human brainwith
good results.Konukoglu, Glocker et al[22]. used random forest to approximate the
neighborhood structure of KNNJ[23], which exponentially accelerated the KNN
retrieval. WazarKar, Keshavamurthy et al. proposed an S-KNN (Soft KNN)

model[24], which has some similarity with the image block-based segmentation
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method.

In recent years, with the rapid development of the science and technology and
the Internet industry, artificial intelligence technology has increasingly applied in all
aspects of scientific research, engineering technology and living services, such as
recommended systems, driverless, intelligent Q & A, computing advertising,
computing advertising , Quantitative investment, voice recognition, face recognition,

etc. Among them, the most impressive is deep learning technology.

Deep learning technology has been booming in recent years, and it is one of
the newest and most promising subfields of machine learning technology. Deep
learning technology can be thought of as deepening and transforming the traditional
artificial neural networks in machine learning to process unstructured data such as
text and images, which are difficult to extract features manually. The original
intention of deep learning is to imitate the mechanism of human brain cognition and
learning, and it uses a deeper and more complex network structure than traditional
machine learning to extract high level abstract features from raw data. Deep learning
is developed from the artificial neural network in traditional machine learning, and its
core feature is to use multi-layer artificial neural network to extract high level
abstract features. The main advantage of deep learning over traditional machine
learning is that it can automatically extract high-level features from raw data instead
of researchers manually designing features that may be useful based on their expertise
and deep understanding of the problem. Because of its good nonlinear fitting ability
and significant breakthroughs in image classification, recommender systems, target
detection and tracking, computational advertising, image segmentation, quantitative
investment, speech recognition, etc., deep learning techniques have become the focus
of research in various universities, research institutes, and companies nowadays.
Deep learning can learn high level abstract features from low level features such as
pixels of images, which in turn can be applied to many fields where traditional Al
techniques are not competent. Since deep learning has gained widespread attention

and application in academia and industry, convolutional neural networks have
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gradually made unexpected breakthroughs in advanced computer vision research such
as image classification, target detection, and target tracking. These exciting results
have motivated researchers to continuously try to apply convolutional neural
networks to more computer vision tasks, one of which is the semantic segmentation
of images for pixel-by-pixel classification. The advantage of convolutional neural
networks in deep learning over traditional rule-based or machine learning
segmentation methods is that they can automatically derive useful high-level features
from the original features for different tasks and purposes, enable end-to-end, pixel-
to-pixel semantic image segmentation without the need for manual expertise in
feature design, and enable network applications with appropriate fine-tuning of the
network structure or parameters. The network structure or parameters can be fine-
tuned to make the network applicable to other scenarios. In recent years, there has
been an increasing number of studies related to semantic segmentation of images
using deep learning.Yadav, Patra et al. proposed a deep convolutional neural network
based on the color line model[25], which can segment rural roads and is well suited
for autonomous driving techniques.Liu, Li et al. optimized Markov random fields
using deep learning[26] and achieved 77.5% on the PASCAL VOC-2012 dataset.
2012 dataset to achieve a Mean Intersection over Union (MIoU) ratio of 77.5%; Chen,
Papandreou et al. proposed a deep learning system for semantic segmentation of color
images called DeepLab[27] to achieve a MIoU of 79.7% on the same dataset. Mishra,
Daescu et al. on the other hand applied deep learning convolutional neural networks
to segmentation of medical images[28], which outperformed Otsu segmentation
results in the segmentation task of color skin damage images. Deep learning is
usually better for segmentation, but it requires a large number of labeled samples for

training and GPU for acceleration.

When using traditional shallow machine learning algorithms to solve a pain
point in production life, when encountering some unstructured data such as text,
images, and audio, it is a very challenging problem to use what kind of features can

efficiently represent these unstructured data. Unstructured data such as image data,
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the original image consists of pixels without semantic features, and the pixel-level
features cannot make the machine understand the content of the image. Traditional
machine learning to recognize an object often requires manual construction of some
features. For example, to recognize a picture of a cat, researchers need to abstract
some features of the cat, such as the cat's mouth, cat's tail, etc., based on expertise or
long experience, and then combine these features in some form to recognize the
image of the cat. Before the widespread use of deep learning, traditional machine
learning used manually constructed features to learn, but in order to solve different
problems, different features had to be constructed manually. The effectiveness of
machine learning algorithms is seriously affected by the quality of the manually
selected or constructed features. The manually selected or constructed features are
often obtained by researchers with professional knowledge and long experience.
Feature selection and construction consumes most of the time and effort in solving a
machine learning problem. Because of the time and effort required to construct
features manually, it is particularly important for algorithms to learn some high-level
features from raw data, especially unstructured data, autonomously, and deep

learning can achieve this goal and is therefore widely used and rapidly developing.

2 Medical image segmentation based on convolutional neural network

2.1 Introduction

In recent years, along with the booming development of science and
technology and Internet industry, artificial intelligence technology has been
increasingly applied to various aspects of scientific research, engineering technology
and life services, such as recommendation systems, driverless, intelligent Q&A,
computational advertising, quantitative investment, voice recognition, face
recognition, etc. Among them, the most impressive is deep learning technology.

2.2 Introduction to deep learning techniques

Deep learning techniques have made a booming development in recent years,
and it is one of the newest and most promising subfields of machine learning

techniques. Deep learning technology can be thought of as deepening and
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transforming the artificial neural networks in traditional machine learning to process
unstructured data such as text and images, which are difficult to extract features
manually. The original intention of deep learning is to imitate the mechanism of
human brain cognition and learning, and it uses a deeper and more complex network
structure than traditional machine learning to extract high-level abstract features from
raw data. Ultimately, deep learning is an extension of the artificial neural network in
machine learning, and its core feature is the use of multi-layer artificial neural
networks to extract high-level abstract features. The main advantage of deep learning
over traditional machine learning is that it automatically extracts high-level features
from raw data rather than researchers manually designing features that may be useful
based on their expertise and deep understanding of the problem. Because of its good
nonlinear fitting ability and significant breakthroughs in image -classification,
recommendation systems, target detection and tracking, computational advertising,
image segmentation, quantitative investment, speech recognition, etc., deep learning
techniques have become the focus of research in various universities, research
institutes, and companies today. Deep learning can learn high level abstract features
from low level features such as pixels of images, which in turn can be applied to
many fields where traditional Al techniques are not competent.

When using machine learning algorithms to solve a real-world problem, it is a
very challenging problem to represent unstructured data, such as text, images, and
audio, efficiently with what kind of features. Unstructured data such as image data,
the original image consists of pixels without semantic features, and the pixel-level
features cannot make the machine understand the content of the image, the pixels are
just numbers to the machine, and the pixels are discrete and cannot represent the local
connection. For example, to recognize a picture of a cat, researchers need to abstract
some features of the cat, such as the cat's mouth and tail, based on professional
knowledge or long experience, and then use these features to combine to recognize
the cat's image. Before deep learning was widely used, traditional machine learning
used manually constructed features to learn, but different features needed to be

constructed manually when facing different challenges. The quality of the manually
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selected or constructed features seriously affects the effectiveness of machine
learning algorithms. Manual selection or construction of features often requires
researchers' expertise and long experience to obtain them. Feature selection and
construction consumes most of the time and effort in solving a machine learning
problem. Because of the time and effort required to construct features manually, it is
especially important for algorithms to learn some high-level features from raw data,
especially unstructured data, autonomously, and deep learning can achieve this effect,

which has been widely used and rapidly developed.

The famous backpropagation (BP) algorithm was proposed in the 1980s[29],
as shown in Figure 1, which broke the bottleneck of artificial neural networks at that
time and brought an opportunity for the development of traditional artificial neural
networks, thus stimulating the enthusiasm for artificial neural networks. However,
Marvin Minsky found through careful research that the typical perceptron in
traditional artificial neural networks could not solve XOR or other linearly
indistinguishable problems[30], and the applicability of shallow learning was very
small, which led to the concern of researchers, and the research on traditional
artificial neural networks came to a standstill, and the first peak period of artificial

neural networks ended.
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Figure 1 Diagram of BP algorithm

Until the early twentieth century, Professor Hinton, the flagship of the deep
learning field, presented research results that delighted countless researchers[31], and
deep learning received widespread attention and research in the industry again,

enabling rapid development and application, making people's research on deep
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learning reach a peak once again.

Deep learning is based on artificial neural networks in traditional machine
learning algorithms, the most representative model of which is the convolutional
neural network (CNN). In the 1960s, Wiesel and Hubel studied the cells responsible
for visual perception by inserting electrodes through a hole in the back of the cat's
skull and discovered a special cell that could perceive visual information with a
certain directional selectivity. In 1998, Le Cun, inspired by the cat study, simulated
the visual cognition principle of "direction-selective cells" and invented a multilayer
convolutional neural network[32], as shown in Figure 2. In 1998, Le Cun invented a
multilayer convolutional neural network (CNN), named LeNet[33]. The model was
then applied to small-scale problems such as MNIST, a handwritten digit recognition
database, and as shown in Figure 3, the performance of the Le Net network is a
significant improvement over traditional machine learning models. Convolutional
neural networks (CNNs) are usually able to use image pixels directly as input,
eliminating the need for manual feature selection and feature construction,
automatically learning abstract features when training with large amounts of image
data, and using weight sharing so that each convolutional kernel uses the same set of
parameters for convolution, thus significantly reducing the size of parameters in the
network. The famous Image Net competition provides a huge amount of free labeled
image data to participants from all over the world in computer vision competitions,
which provides ample learning materials and an arena for researchers from all over
the world to give full play to their ingenuity, and greatly promotes the development
of deep learning technology in computer vision. In October 2012, Alex and his
teacher Hinton applied the deeper convolutional neural network AlexNet on top of
the Image Net image classification competition with the network structure shown in
Figure 4 and achieved an accuracy rate that shocked the industry, beating traditional
machine learning models based on manual feature extraction by nearly 10% to win
the image classification category[34]. AlexNet has achieved a major breakthrough in

image classification without processing the original image and without researchers
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manually extracting any abstract features. AlexNet's excellent results have led to
numerous researchers' enthusiasm for deep learning and computer vision, and have
led to a number of significant research advances that have led to the application of
deep learning to more and more aspects of computer vision. Kaming He et al. team
from Microsoft Asia Research proposed Resnet with 152 layers in the ILSVRC 2015
competition, and its prediction of the five categories with the highest probability of
being correct actually reached 96%, which exceeded the level of recognition of
relevant objects in the dataset by ordinary people and attracted wide attention from

the community[35-37].
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2.3 Basic concepts of convolutional neural network (CNN) algorithms

Convolutional neural networks have a significant structural difference from
networks with only fully connected layers, where adjacent layers are partially
connected and the latter are fully connected. Since images often contain many pixel
points, feeding them into a network with only fully connected layers would result in a
large parameter size, which would require a lot of computational resources and be
prone to overfitting, a problem that convolutional neural networks can effectively

solve.

A typical convolutional neural network (CNN) is a deep neural network that
can be used to process two-dimensional grid-type data, such as image data.
Convolutional neural networks (CNNs) have yielded satisfactory results in a very
large number of real-world scenarios. The difference from the original fully-
connected layer-only network is that the network structure of CNNs contains a
feature extractor capable of extracting high-level abstract features, which consists of
convolutional and pooling operations in turn. In the Convolution Layer, each node is
only partially connected to the adjacent network layers. Each layer generally contains
several feature maps, and each feature map consists of a number of nodes arranged in
a square pattern, and the nodes of the same feature plane The nodes in the same
feature plane use the same weight parameters, i.e., shared weights. In the training
process, the convolutional kernel is usually initialized randomly using a matrix of

very small values, and the appropriate weights are finally trained through continuous
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learning. The shared weights of each kernel reduce the connectivity between adjacent
layers and reduce the possibility of overfitting the convolutional neural network on
the training set. The pooling layer, also known as the down sampling layer, generally
consists of max pooling and mean pooling, with the former being more commonly
used in practice. The former is more commonly used in practice. The convolutional
and pooling layers of a convolutional neural network can greatly reduce the
complexity of the network and significantly reduce the parameters of the network.

2.4 Basic components of convolutional neural network (CNN)

A typical convolutional neural network (CNN) is usually composed of several
layers of neurons, and generally contains five basic components: Fully Connected
Layer, Activation Layer, Convolution Layer, Pooling Layer, and Softmax Layer. In
this network, the convolution operation and the pooling operation alternate, and the
activation function generally uses the Relu function. When training the convolutional
neural network, the parameters of the convolutional neural network can be updated
layer by layer using the back propagation algorithm (BP) by using the gradient
descent (SGD), Adam and other optimization methods. These basic components are
briefly described in the following section.

2.4.1 Convolution layer

The convolutional layer, as shown in Figure 5, is an important part of the
convolutional neural network, which limits the local perceptual field of nodes to a
certain range to extract local features of data such as images, and can automatically
extract higher-level abstract features from the feature map through learning. The
shallow convolutional layer starts with pixel-level features and often extracts low-
level image features, such as image corners, textures, edges and lines etc. These low-
level image features are then transformed nonlinearly by the deeper convolutional
layers using convolutional kernels to extract higher-level, more complex features
such as shapes and contours, as shown in Figure 6. The convolutional neural network
uses mainly smaller random numbers to initialize the parameters to initialize the

weights of each convolutional kernel in the convolutional layers, and the inputs
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between layers are the original image pixel matrix and the feature maps formed after
convolution or pooling. The convolutional layer is computed by using a fixed size
convolutional kernel with pre-defined dimensions, sliding on top of the output feature
map of the previous layer in pre-defined steps, performing inner product operations
followed by other non-linear operations, and finally transforming the feature map of
the previous layer into the feature map of the next layer, as shown in Figure 7. The
size of the feature map is influenced by the size of the convolution kernel, the step of
sliding, the amount of padding and the size of the input feature map, and the number

of channels of the output feature map is determined by the number of convolution
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Figure 5 Convolution layer
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Local perceptual field and weight sharing are the main parts that make
convolutional neural networks different from the previous fully connected neural
networks. Each convolutional kernel usually performs only local operations with the
feature maps of the previous layer, and the number of output feature map channels is
usually the same as the number of convolutional kernels. Usually the size of the
convolutional kernel determines the range it can perceive, and the parameters are
usually shared among neurons, which significantly reduces the size of the

convolutional layer parameters.
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2.4.2 Pooling Layer

The pooling layer is also often referred to as the downsampling layer. After
the image has been slidingly convolved in the convolution layer, high-latitude
features with local correlation are obtained, and if all the extracted features are used
to make predictions, not only are they prone to overfitting, but also the computational
effort will be relatively large. To cope with this difficulty and to achieve the goal of
representing large-size feature maps with small-size feature maps, the resulting
feature maps can be downsampled, a process called pooling, as shown in Figure 8,
using a convolution kernel size of 2 x 2 and a sliding step of 2 to perform sliding,
taking the largest element in each rectangle or the average of each element, so that the
pooling operation 1s completed The original 4x4 size feature map is transformed into
a 2x2 size feature map by this operation, and the elements on the four feature maps
are turned into one element. The pooled features have much lower dimensionality
than the convolutional ones, and significantly suppress the overfitting of the model,
thus enhancing the generalization ability and reducing the computational complexity
of the model. The commonly used pooling methods are maximum pooling and
average pooling. If the input image of the model is shifted by a relatively small
amount in a certain direction, the final predicted output of the model will not change
much, which is called shift invariance, but the shift of the original image must be

very small.

‘Single depth slice

iR 2 | 4
§ I t t max pool with 2x2 filters
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1 | 2 S

Figure 8 Pooling operation
2.4.3 Fully-connected Layer

The fully connected layer is globally connected, that is, the nodes of all
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neighboring network layers are connected to each other, and this connection is
different from the local connection of the convolutional layer.
2.5 Convolutional neural network (CNN) based colorectal cancer image

segmentation

Convolutional neural networks (CNN) can achieve very good results in
images because of their deep network structure, which can continuously abstract
high-level features from the original pixel values of images, and their ability to learn
the feature representation of images from the original data. The shallower
convolutional layers in a convolutional neural network have a smaller field of
perception and can learn some local, detailed features, while the deeper convolutional
layers have a larger field of perception and can learn higher-level, more abstract
features. The higher-level abstract features are often less sensitive to small-scale
changes in image translation, rotation, and scaling, which can effectively improve the
robustness and stability of convolutional neural networks for computer vision tasks
such as image classification. However, high level abstract features lose many detailed
features and are less accurate for determining edges and contours in images. In
contrast, image semantic segmentation requires a label for each pixel, which is a
spatially (pixel) intensive computer vision task, and thus the original convolutional

neural network can greatly affect the accuracy of the image segmentation task.

Image segmentation can be treated as a pixel-level classification, where each
pixel in an image is assigned to a class. The general approach to image segmentation
using a primitive convolutional neural network is that in order to classify each pixel
in an image into a class, a predefined size image block, such as a 15x15 or 17x17
image block, is intercepted around each pixel point in the image as the training data
for the convolutional neural network. Then, using the gold standard for image
segmentation previously labeled manually, the category of the image block is usually
the category to which the most central pixel belongs, and these blocks are then fed as
training data, making it possible to finally output the category of that central pixel.

Once the class of each pixel in the image is finally determined, the whole image can
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be segmented. The image is segmented by inputting a block of images centered on it
pixel by pixel, and then classifying the block of images, the result of which is the
class of the pixel, and finally post-processing to determine the region to which each

object belongs.

The image segmentation based on traditional convolutional neural networks
has the following major problems: first, it leads to a large storage overhead, because
during training, many image blocks need to be intercepted in the original image,
which requires more storage space to be allocated; second, it is computationally
inefficient, because for adjacent pixels, the intercepted image blocks usually contain a
very large overlap, which will lead to many pixels in the computation of
convolutional Third, the size of the image block also limits the size of the perceptual
field of the deep convolution layer, so that it cannot exceed the size of the intercepted
image block, and the intercepted image block is usually much smaller than the whole
image, which eventually makes it possible to extract only some local features within
the size of the image block, thus making it difficult to achieve accurate segmentation
and limiting the overall algorithm recognition performance. In general, the image
segmentation based on convolutional neural network can roughly segment the general
outline of the object, but it is poor at segmenting the edges of the object, and it is easy

to over-segment or under-segment.

3  Medical image segmentation based on improved U-Net

3.1 Introduction

The original U-Net is used for colorectal cancer tumor segmentation, in which
a simple convolutional neural network with fewer layers and a simpler structure is
used to construct the encoder on the left side of the U-net after removing the fully
connected layers and randomly initializing the parameters in the network. However,
the convolutional neural network with fewer layers and simpler structure is relatively
ineffective in image classification tasks, because its fewer layers and simpler

structure do not sufficiently extract some abstract high-level features of the image and
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cannot maximize the effect of the encoder. Moreover, the training of random
initialization parameters is slow, and the final result may not be satisfactory. Since
the pooling layer in U-net loses the spatial detail information in the image during
downsampling, this paper uses a more complex convolutional neural network and
uses a multi-channel convolutional layer with a convolutional kernel size of 1x1 to
replace the fully connected layer to build the encoder, and uses its pre-trained
parameters for the image classification task to initialize the encoder, and will apply
the null convolution to the encoder to further improve the accuracy of the image
segmentation task. The segmentation results for the original U-net are less than
satisfactory, still coarse compared to the manually labeled results, poorly segmented
for smaller tumors, and with small over- and under-segmentation. To a certain extent,
this result is due to the different sizes of tumor edges and the small area of the tumor
in the whole image. Therefore, in this paper, the loss function of the original U-net is
improved so that it can solve the previous segmentation problems.

3.2 U-Net Model

In the field of medical image segmentation, U-Net has been widely used as a
very effective model in various applications, and it appeared almost simultaneously
with the FCN model. The entire structure of U-Net is a Ushaped network, as shown

in Figure 9.

U-Net is mainly divided into three parts: contraction path, jump connection,
and expansion path. The systolic path encodes the original map through a
convolutional layer, and then uses a pooling layer for downsampling, doubling the
number of feature map channels each time it is encoded through the convolutional
layer. The jump connection mainly sends the features of the systolic path directly to
the corresponding expansion path, fusing the low-dimensional features with the high-
dimensional features. The expansion path will decode the features of the systolic path
through the deconvolution layer, then perform upsampling, and finally output the
segmented mask. When upsampling is performed, there are two modes, one is to
interpolate the original map directly, and the other is obtained by convolving the
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original map with a learnable deconvolution layer.
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Figure 9 U-Net model

The symmetric structure of U-Net's decoding and coding with multiple
downsampling to fuse multi-scale features has a great influence on the subsequent
segmentation networks, and many networks have borrowed the structure of U-Net.

3.3 Medical image segmentation evaluation metrics

When evaluating the model in this study, the following evaluation indicators

were used:

1) Loss function: the losses commonly used for image segmentation can be
broadly classified into two types, one is directly on the pixel-based level and the other
is on the image-based level. Hybrid loss functions have performed well in many
studies, and therefore, this paper also samples both pixel-based and image-based
hybrid loss functions[38-39]. The most common among the pixel-based loss
functions is the cross-entropy function, which in the dichotomous case is formulated

as follows:
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For each pixel point in the image, its corresponding loss is calculated and then
accumulated. However, the cross-entropy function has a much smaller loss for the
pixel points in the minority class than in the majority class when the classes are not
balanced, resulting in a poor segmentation effect in the minority class. In medical
images, the segmentation target is mostly small compared to the background, so the
cross-entropy function is not applied directly to segmentation, but the weights
between different categories are adjusted according to the differences between the
segmentation categories. In order to adjust the adjust the loss between different
classes, some researchers solve this problem by adjusting the weight of direct loss of
unbalanced classes and adjusting the relative ratio of loss between difficult samples
and simple samples, so that the model can learn for difficult samples, and this loss

function is called Focal loss, which can be defined as:

1

Lp =52l = ﬁEf—[a -yi¥ -log(pi) + (1 —a)- (1 —y)¥ - log(1 — py)]

Focal loss adjusts the relative contribution of difficult samples to the loss by
the gamma parameter, while alpha is used to adjust the loss of pixels between
unbalanced categories[40]. When gamma=0,alpha=1, it is equivalent to the cross-
entropy loss function.Focal loss can adaptively increase the penalty on difficult
samples, so that the model gradually focuses on learning difficult samples to achieve
better results. Unlike the pixel-based loss function, the image-level loss function is
based on the whole prediction probability map, such as the common Dice loss, which
originates from the Dice Coefficient (Dice Similarity Coefficient), which directly
calculates the overlap between the prediction map and the mask, and the larger the
Dice Coefficient, the more the overlap, and it is one of the most commonly used in
medical image segmentation It is one of the most commonly used evaluation criteria

in medical image segmentation[41].

The Dice coefficient is calculated by ignoring the background and calculating

the foreground directly, which is very useful for tasks with large backgrounds and
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small targets in medical images. It is expressed as a loss function as follows:
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Among them, D, H, W correspond to the depth, width and length of the image

respectively, and € is the smoothing term, preventing the denominator from being 0.

2) Recall rate (Recall), for the prediction result P and the real label G, the

higher the recall rate, the better the result. The recall rate is defined as:

TP |PnG|
TP+FN |G|

Recall =

3) Precision, for the prediction result P and the true label G, the higher the

precision, the better the result, and its false positive rate is defined as:

TP _ |PnG|
TP+FP  |P|

Precision =

3.4 Improvement of loss function

In the localization stage, because the predicted mask is downsampled several
times, it contains fewer pixel points in the foreground, and Dice loss is calculated by
means of ratio, when there are fewer pixel points its will its value will be unstable,
there are large fluctuations, and the model parameters cannot be updated effectively,
resulting in difficulty in convergence of the model. In this study, the design of cross-
entropy loss function with weights is borrowed in the localization stage[42], and the
ratio of front and back view pixels is used to replace the weight parameter alpha in

Focal Loss that needs to be adjusted manually.
Lp, = ﬁEf Li = izf—[ﬂf ~yi¥ - log(p) + (1 —a) - (1 — y)¥ - log(1 — pi)]

N

*=PFN

In the equation, for one of the categories, P is the number of pixels in its
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category and N is the number of pixels not in its category. In the segmentation stage,
this paper combines Dice Loss and Focal loss to obtain the convergence speed of
Dice loss in unbalanced samples while Focal loss is able to learn further for difficult

samples, constituting a loss function of the following form.
Lre_gl'un = Lpige + A+ LpyL

Many studies have shown that boundary information has a large impact on
segmentation performance, and strengthening the weight of the boundary is beneficial
for the model to obtain better performance[43]. In this paper, the tumor edge is
obtained by expanding and eroding the original tumor label and adding it as a
prediction target to the loss function, and the edge contour is extracted as shown in

Figure 10:

Figure 10 Contour schematic

In summary, the loss function used in the segmentation phase of this paper

can eventually be expressed in the following form.

L= Lregiun + L[’.‘unmur

3.5 [Experimental

The experiments in this paper were conducted on a computer with a 64-bit

operating system, using python 3.6 to program the deep learning and deep
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multitasking learning frameworks and MATLAB®2016a for image cropping. Deep

learning was developed on tensorflow?2.0.

Tensorflow2.0 is developed on tensorflowl.0 version. tensorflow1.0 version
has been widely used, but its counterpart pytorch has dynamic framework, while
tensorflow1.0 only has static graph mode, such that tensorflow1.0's Therefore,
Google has launched a new version of tensorflow, tensorflow2.0, which is a major
upgrade to tensorflow1.0. tensorflow2.0 changes the default execution mode to eager,
and reorganizes the The default execution mode of tensorflow2.0 has been changed to
eager, and the relatively confusing modules of tensorflow1.0 have been reorganized.
Moreover, tensorflow2.0 integrates the powerful and comprehensive features of
tensorflow1.x with the easy-to-learn features of keras, and can directly call all the
functions of keras.

3.5.1 Experimental data

There are 107 cases with 3029 CT images and corresponding mask images in
this dataset, and the data samples are 512x512 pixels. And there are 1745 CT image
sequences for each case. Among them, there are only 860 CT images with tumor area
and the tumor area accounts for a small percentage of CT images, which is a positive
The data set with negative sample imbalance. Therefore, when dividing the dataset, in
order to make the positive and negative sample distributions of the training set,
validation set and test set as similar as possible, the number of cases is used as the
division object, and the number of training set, validation set and test set are divided

by 8:1:1, respectively.

Through the mask map, it can be observed that the tumor locations are all
within a certain area of the image, therefore, this paper uses the OpenCV library to
calculate the maximum and minimum pixel values of the tumor area. Statistically, a
pixel range of 126~382 in length and 202~458 in width can contain all tumor features.
Therefore, the dataset is finally cropped into 256x256 size images, i.e., irrelevant
features are filtered, while saving resources and reducing computation.

3.5.2 Image pre-processing
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In today's rapid development of deep learning technology, the requirements of
deep learning for data have also increased, and the scale and quality of data are
crucial to the performance of the algorithm. However, the proportion of various
samples collected is often unbalanced, and if the unbalanced data is used for training,
it will often produce unsatisfactory prediction results, and the results tend to be more
biased for categories with a large proportion of data. For example, in the dichotomous
classification problem, the ratio of positive and negative samples is expected to be
close to 1:1, but in different scenarios, the data ratio is often not what we expect, such
as 1:2, 1:10, 1:100, or even more exaggerated, for example, in the task of classifying
spam emails, normal emails often account for the majority and spam emails only for a
very small number, so that the ratio of samples in the two categories will severely
imbalanced, and the classification network will be biased towards the large ratio; in
fact, people are more concerned about the few classified samples, so that the network

predicted in this way loses its original meaning.

Data imbalance is divided into intra-class imbalance and inter-class imbalance.
Intra-class imbalance refers to the fact that the data itself is complex and has a diverse
distribution, where one class usually consists of several aggregated subclasses and the
sample size of these subclasses is significantly unbalanced. The between-class
imbalance refers to the apparently excessive difference between the amount of data in
one category and the other categories in the data set, when the model parameters will

tend to fit the category with a larger number, reducing the model effect.

Since the divided training set has only 1820 CT images, it is far from
sufficient for deep learning. Therefore, the sample size of the training set needs to be
expanded by image enhancement technique. In this paper, the sample size of the
training set is expanded to 6 times of the original size using horizontal flip, vertical
flip, 90-degree rotation, and the combination of flip and rotation. Image enhancement
has a great improvement on the training of model performance, which can both
reduce the occurrence of overfitting phenomenon and improve the generalization
ability of the model. The effect is shown in Figure 11.
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Figure 11 Image enhancement

To compare the impact of U-Net on the model performance, the performance
of the original training set and the expanded training set were compared on the U-Net
network separately. Tables 1 show that the increase in the amount of U-Net data
improved the performance of the network.

Table 1 Comparison of performance indicators before and after data augmentation

Training set P(%) R(%) L(%)
Original training set 83.26 78.90 82.42
Post-expansion training set 85.76 84.85 86.98

3.5.3 Data normalization

The specific meaning of data normalization is the normalization of the pixels
in the image. If the data not normalized by the image pixels is used as the input of the
neural network, it will often cause problems such as slow convergence of the network,
and the Z-score method is used to normalize the dataset. The Z-score formula is as

follows:

where U represents the mean of this experimental data and 0 represents the
variance of this experimental data.

3.5.4 Intercepting the POI region

42



Then, the ROI region (Region Of Interest) is extracted by first finding the

center of the region of interest, and then using this center as the origin and extending

it by 64 pixels at the top, bottom, left and right, and finally truncating a 128x128

pixel region as the input for deep learning and multi-task learning, as shown in Figure

12.

Intercept
L3

Figure 12 Intercept ROI area

4  Experiment results

The experimental configurations for all experiments in this paper are shown

in Table 2:

Table 2 Experimental configuration

Experimental Environment

Concrete Arrangement

Operating System

Windows 10

Intel Core 17-9750H,

cPU 2.6GHz
GPU NVIDIA GTX 1660Ti 6g
RAM 8G
Disk 512GB
Programming Languages Python 3.6
Deep Learning Framework Tensorflow/Keras

Other

CUDA 10.2. cuDNN 7.6
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4.1 Hyperparameters

In this paper, we use the Adam algorithm to optimize the loss function, which
combines the features of both AdaGrad and RMSProp to adjust the learning rate for

each gradient without decaying the learning rate to so small that the model fails to

learn later.

Table 3 Comparison of performance indicators of different optimizers

Optimizer P(%) R(%) L(%)
SGDM 44.29 97.30 62.88
AdaGrad 43.56 91.15 82.52
DiffGrad 85.13 83.68 86.54
Adam 85.76 84.85 86.98

After several experiments, the initial learning rate set in this paper is 1x10-5.
Although a small learning rate requires more training times, the model results will be
better; while a larger learning rate makes the learning curve oscillate significantly,

and may even lead to the gradient updating in the wrong direction.

Table 4 Parameter setting

Learning Rate Learning rate def:ay Early termination| Step length
L0725 factor patience
0.5 5 10 2

If the Batch is set too small, the model will take more time to train and the
effect of batch normalization will not be obvious; if the Batch is set too large, the
training speed will be accelerated, but overfitting will occur more easily.

4.2 Model results

In this paper, we build a U-Net network using Tensorflow as the back-end

Keras framework structure and train the accelerated model on the server using GPU
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pairs. The total number of model parameters is 31507 and the time spent for one
training session is 44 seconds, finally after the 45th training session. Meanwhile, in
order to preserve the integrity of the tumor region during training, thresholding was
performed only during testing, which resulted in the best processing. Through the
final 200 iterations of training, the training set reached 85.98% similarity and the
testing set reached 85.76% similarity, i.e., the segmentation accuracy reached 85.76%,

as shown in Figure 13.
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Figure 13 During the training process, the U-Net framework is computed for

training loss and Dice for rectal cancer dataset

Table 5 shows the test results of the two algorithms on the colorectal cancer

dataset.

Table 5 Test results

Network Structure P(%) R(%) L(%) Time/(epoch/s)
FCN 76.27 65.38 83.65 33.25
U-Net 85.76 84.85 86.98 29.56

Table 5 shows the segmentation effects of the two network models, and the
experimental comparison with the two different network structures, FCN and U-Net,

shows that the experimental effect of U-Net in colorectal cancer segmentation is
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significant. From the experimental results, we can see that the performance of FCN
algorithm in segmentation is worse than U-Net method, which is due to the fact that
FCN cannot make full use of the features between different layers, and the only way
to restore the image to its original size is by upsampling, which lacks the connection
between pixel location and classification in space, making the experimental results of
FCN unsatisfactory. In contrast, U-Net is used as the main network, and jump
connections are added to the network, thus more features are obtained. However,
there are only a few shallow features in the coding layer and there is a large amount
of redundant information, which will affect the image for effective segmentation. By
comparing the analysis with other methods, the segmentation method proposed in this
chapter has better results.

4.3 Analysis of results

Figure 14 Segmentation results
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In order to observe the visualization effect, three CT images in the test set
were randomly selected for display, and the results are shown in Figure 14, where the
yellow part is the segmented tumor location and the purple part represents the non-
tumor location. From the visualization results, it can be seen that the U-Net network
can segment the tumor location well, indicating that the model has good segmentation

performance.

5 Conclusion
1. In this paper, the classical U-Net image segmentation algorithm is used
as the basis and validated against the background of colorectal cancer

dataset to segment the rectal tumor region.

2. In this paper, we propose an automatic tumor segmentation model based
on U-Net neural network model for tumor segmentation of rectal cancer
patients, and validate and analyze the similarity (Dice coefficient) of the
segmentation. In this study, the segmentation of rectal cancer tumors
using the U-Net network achieved the ideal state: 85.76%. This
effectively solved a series of problems caused by doctors segmenting
tumor locks with the naked eye and achieved automated and efficient

segmentation.

3. I have presented an academic paper “A method for image segmentation
of rectal cancer based on U-Net network™ at the XIX Mexaynapoanas
HAy4YHO-TIpaKTUYeCKasi KOH(EPEeHIMs CTYACHTOB, AacCHUpPaHTOB U
MOJIOJIBIX YUYEHBIX (MOJIOAEXDb 14 COBPEMEHHbLIE
NHOOPMAILIMOHHBIE TEXHOJIOI' ).
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6  Financial management, resource efficiency and resource saving

The purpose of this section discusses the issues of competitiveness, resource
efficiency and resource saving, as well as financial costs regarding the object of
study of Master's thesis. Competitiveness analysis is carried out for this purpose.
SWOT analysis helps to identify strengths, weaknesses, opportunities and threats
associated with the project, and give an idea of working with them in each particular
case. For the development of the project requires funds that go to the salaries of
project participants and the necessary equipment, a complete list is given in the
relevant section. The calculation of the resource efficiency indicator helps to make a

final assessment of the technical decision on individual criteria and in general.

This research work aims to develop a neural network architecture for
automatic segmentation of biomedical images, with a particular focus on the task of
automatically localizing rectal cancer tumor regions from computed tomography
data. The development of a software system for processing CT images based on the
algorithms described in this paper can detect, identify, and localize rectal cancer
tumor regions, a development that has relevance and needs in the radiology
departments of medical institutions. The application of this method to the problem of
radioisotope diagnostics will qualitatively improve the accuracy of the conclusions
drawn by experts on the research findings and significantly reduce the research time.
Furthermore, the developed techniques for automatic segmentation of biomedical
images can be the basis for developing training software for trainees in the field of
radiology research.

6.1 Competitiveness analysis of technical solutions

In order to analyze the consumers of the study results, it is necessary to
consider the target market and to segment it. The target market represents the
segments that may be implemented and commercially developed in the future.
Segmentation is the division of consumers into homogeneous groups, each of which

may require a specific product.
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Since the main consumers of the development are healthcare institutions, the

healthcare profile of the professional institution and the type of tomography study

used in that profile were selected as the main segmentation criteria. Segmentation

was based on a weighted assessment between the prevalence and applicability of the

tomography type (CT) in a given profile and the readiness of that profile for the

introduction of automated biomedical

segmentation results are shown in Table 6.

image

annotation techniques. The

Table 6 Map of market segmentation by medical care profile

Medical Type

Research Type

CT

MRI X-ray

Ultrasound

Gastroenterology

Hematology

Genetics

Gynecology

Dermatology

Cardiology

Neurology

Oncology

Otolaryngology

Ophthalmology

Psychiatry

Pulmonology

Rheumatology

Dentistry

Traumatology and Orthopedics

Urology

Surgery

Endocrinology

A list of the main competing technology options is shown in Table 7.
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Table 7 List of the main competitive technical solutions

No. Product Name Manufacturer Country
1 Zebra «All» Israel
2 Arterys «Lung Al» USA
3 InferVision «InferRead» China
4 DeepWise «Dr. Wise» China
5 Items proposed in the current study Russia

Select the following criteria for competitive analysis:
1. segmentation speed - the speed of image processing.

2. segmentation quality - an assessment of the quality of the information
extracted by the researcher after processing the biomedical image. Thus, the product
has the lowest score, which results in a numerical assessment of the probability of
the presence of the desired pathological sign, and the highest score, which is the

precise location of the pathological category by automatic determination.

3. energy efficiency - assessment of the need to run equipment that requires
more computing resources and therefore electricity, a parameter that indirectly

affects the need to purchase additional expensive equipment.

4. universality - to determine the degree of possibility of using the product
within the medical profile and the flexibility of the product with respect to new tasks,
for example, retraining the model to use new, as yet unstudied, pathologies or

changing the principles of determining the distribution of signs in pathology.

5. development potential - reflecting the potential to improve the algorithm

without major changes to its architecture.

6. accessibility - an assessment of the degree of openness and transparency of
development. It depends on the availability of documentation, the openness of the

source code, and the readiness of the manufacturing company to cooperate.

The analysis of the competing technical solutions was determined by
equation. The results of the competitive analysis are shown in Table 8. Analysis of

competitive technical solutions is determined by the formula: 50




Wi — criterion weight;

Pi — point of i-th criteria.

C = ZW 'B; 5
C - the competitiveness of research or a competitor;

Table 8 Evaluation card for comparison of competitive technical solutions

Evaluation criteria

Competitiveness

Criterion Points Taking into account weight
weight coefficients
PI | Py | P3| Pg| Ps | C G | G| G G
1 2 3 4 | 5167 8 9 10 11 12
Technical criteria for evaluating resource efficienc
1. Splitting speed 0.06 5 2 3144 030(0.12]0.180.24| 0.24
2. Dividing quality 0.26 3 2 14 (5] 3 10.18]0.120.24|0.30] 0.18
3. Energy efficiency 0.04 S{3 (2 3|3 ]030]0.18(0.12(0.18] 0.18
4. Multi-functionality 0.08 3 2 |3 (4] 3 0.18]0.120.180.24 0.18
5. Development potential 0.24 3121355 1]0.181]0.120.18 10.30| 0.30
Economic criteria for performance evaluation

1. Availability 0.20 5 6 (3 /2|5 (030030 ]0.180.12| 0.30
2. Price 0.12 5 3 1 {35 1030024 |0.06|0.18| 0.30
Total 1.00 29 120 |19 (26| 28 | 1.74 | 1.20 | 1.14 | 1.56 | 1.68

Based on the results of the competitive analysis, it can be concluded that the

proposed method is competitive compared to the other considered methods, mainly

due to its flexibility and potential to solve a wide range of problems, as well as its

availability for the Russian market. However, at this stage of its development, the

proposed project lost out to the easily available and inexpensive Israeli product from

Zebra-Med.

It is also worth noting that the results demonstrated by the Chinese company
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DeepWise set the bar high for the technology under development. But this company

is strongly focused on the Chinese market and does not currently demonstrate a

willingness to cooperate internationally, a fact that reduces the competitiveness of its

product.

6.2 SWOT analysis

The results of the SWOT analysis are taken into account when developing

the work structure as part of the project development. Given the characteristics of the

industry under study, it was necessary to conduct a comprehensive analysis of the

project. During the SWOT analysis, the final matrix was prepared (Table 9).

Table 9 Matrix of SWOT-analysis

Strengths:

S1. High precision of
dividing

S2. Fast dividing speed

S3. Wide range of
applications

S4. Open source
S5. Lack of competitors in the
Russian Federation

Weaknesses:

WI1. Loses out to some foreign
competitors in terms of accuracy
W2. Highly hardware dependent
W3. Requires large amount of
training data

Opportunities:

O1. Further network training
to improve the quality of
segmentation

02. Rapid development of
machine learning

0O3. Growth in hardware
performance

O4. Creation of a database of
training examples

1. Due to the development of
machine  learning and  the
emergence of new methods and
algorithms, it is possible to
introduce new optimizations and
heuristics in this development to

improve the quality of
segmentation

2. With the increase of computer
hardware  performance, the

replacement of components leads
to the increase of segmentation
speed

3. Open source code and wide
range of applications will allow
you to add new features
capabilities

4. The advantages of the project
will attract potential customers
and organize fruitful cooperation
with medical institutions of the
Russian Federation

Strategy which based on

weaknesses and opportunities:

1. Using more efficient hardware will
increase  the  competitiveness  of
development

2. Creating a database with a large
number of training examples is a very
laborious process and requires the
involvement of many specialists

3. As  the  hardware  productivity
increases, the price of equipment
decreases, and in turn, refusal to support
the project with updated hardware may
lead to a decrease in the competitiveness
of the project
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Threats: Strategy which based on Strategy which based on

Tl. Emergence of | strengths and threats: weaknesses and threats:
competitively developed 1. The high accuracy and spged 1. Weaknesses of the project may lead to
of segmentation and the wide | the emergence of competing analogues
range of applications will avoid | for development

the emergence of competing | 2. Lack of appropriate funding for the
analogs and  the loss  of | preparation of training datasets by
developmental relevance experts makes the project impossible to
develop

analogues in the market
T1. Untimely funding

Based on the obtained data, it can be concluded that the main drawback of
this development is the need for more training examples with annotations, the
solution of which requires the participation of expensive labeling specialists
(radiologists) in the project. In addition, the high computational complexity of the
task of training experimental neural network models requires the purchase of modern
computing equipment.

6.3 Project Initiation

Project stakeholders, individuals and organizations that are actively involved
in the project or whose interests are affected by the execution or completion of the

project are listed in Table 10.

Table 10 Stakeholders of the project

Stakeholders of the project Stakeholder expectations

HU TITY, ULLTAUTP Acquisition of a neural network algorithm
for locating areas of lung infiltration based
on computed tomography data for further
implementation and presentation at a
conference.

Medical Center for Enteropathy, Affiliated | High radiologists work efficiently in
Hospital of Henan University of Science | preparing medical reports on the presence
and Technology of lesions, which are tumors in the rectal
region.

Medical research groups and institutions | This development will allow a deeper study
of the signs and principles of the formation
of various pathologies through intelligent
neural network analysis of biomedical
images.
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Companies engaged in the development and | By achieving very high quality in
production of medical devices segmentation and pathology detection, this

development can be the basis for forming
intelligent reports received from the
equipment performing radiological
examinations.

Student

Master's Thesis Defense.

Table 11 Purpose and results of the project

Purpose of project:

Automatically segment the CT images of colorectal cancer,
visualize the shape, size and location of the tumor, and assist
doctors in diagnosing rectal cancer.

Expected results of the
project:

Create a visualized tumor image and compare it with the mask
map annotated by the doctor to provide more detailed tumor
information.

Criteria for acceptance of the
project result:

Ensure that the accuracy of rectal cancer tumor segmentation is
higher than 85%.

Requirements for the project
result:

1. The project must be completed by May 31, 2022 of the year.

2. The results obtained must meet the acceptance criteria for
the project result.

The organizational structure of the project

It is necessary to solve some questions: who will be part of the working

group of this project, determine the role of each participant in this project, and

prescribe the functions of the participants and their number of labor hours in the

project.
Table 12 Participant of the project
Ne Participant Role in the project Functions Labor time,
hours
1 Supervisor Head of project 1. Drafting and approval of terms 150 hours

of reference.

2. Choice of research direction.

3. Schedule of project work.

4. Results evaluation and iterative
changes in algorithm structure.

5. Evaluation of the validity of
the results obtained.

6. Evaluation of the feasibility of
further research on this topic.

54




2 | Master’s student

Executor

1. Selection and study of subject
material.

2. Study of existing solutions in
the field

3. Selection of research direction.
4. Theoretical development of the
algorithmic structure of the
problem solving.

5. Construction of the trial
version of the algorithm.

6. Evaluation of results and
iterative changes in the structure
of the algorithm.

7. Comparison of the results of
the final version of the algorithm
with other solutions in the field.
8. Evaluation of the validity of
the obtained results.

9. Evaluation of the feasibility of
further research on this topic.

534 hours

Project limitations

Project limitations are all factors that can be as a restriction on the degree of

freedom of the project team members.

Table 13 Project limitations

Factors Limitations / Assumptions
3.1. Project's budget 115000 RUB
3.1.1. Source of financing TPU

3.2. Project timeline:

01/12/2021 to 31/05/2022

3.2.1. Date of approval of plan of project

01/10/2021

3.2.2. Completion date

31/05/2022

Project Schedule

As part of planning a science project, you need to build a project timeline and

a Gantt Chart.
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Table 14 Project Schedule

Duration, working

Date of

Job title Start date : Participants
days completion
Drawing up and d hout 2
approval of the ) 01/12/2021 | 06/12/2021 Supervisor
terms of reference
Selecting and 21 days(without 10
studying materials | weekend, 9 holiday and | 01/12/2021 09/01/2022 Student
on the topic 1 exam day)
Study of already 7 days(without 4
existing solutions weekend and 3 exam 10/01/2022 25/01/2022 Student
in the field day)
5 days(without 2
Choosing the weekendand)/ 17/01/2022/ 23/01/2022/ Supervisor/
direction of
research 3days(without 2 26/01/2022 30/01/2022 Student
weekendand)
Calendar of work 5 days(without 2 .
oa the fopic RO o 24/01/2022 | 30/01/2022 Supervisor
Theoretical
development of the )
structure of the e > [131/01/2022 | 09/02/2021 Student
algorithm that
solves the set task
Construction of 27 days(without 10
trial versions of the | weekend and without4 | 10/02/2021 21/03/2021 Student
algorithm holiday)
11 days(without 5
Evaluation of the weekendand and without
: : 5 holiday)/ 25/04/2021/ | 15/05/2021/ Supervisor/
results and iterative
modification of the | 55, Crouts | 220032022 | 15/05/2022 Student
structure algorithm kendand and without
weekendand and withou
5 holiday)
Comparison of the
results of the final
version of the 5 days(without 2
algorithm with W e}ék(en dand) 16/05/2021 22/05/2021 Student
other solutions in
this area
5 days(without 2
Evaluating the weekendand)/ 18/05/2021/ | 24/05/2021/ Supervisor/
effectiveness of the
results obtained 5days(without 2 23/05/2022 29/05/2022 Student
weekendand)
Assessing the .
feasibility of 4 dayswithout 21 55050001/ | 30/05/2021/ Supervisor/
) weekendand)/
conducting further
research on this Ddays 30/05/2022 31/05/2022 Student

topic
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The total estimated duration of the project is 113 working days. The total
labor intensity of the supervisor and engineer is 34 and 113 days, respectively. The
total duration of the work phases, including the possibility of executing the planned
work in parallel, totaled 118 calendar days. The chronological values of the work
phase durations are summarized in the linear schedule of the project implementation,
as shown in Table 15.

6.4 Scientific and technical research budget

The amount of costs associated with the implementation of this work is the
basis for the formation of the project budget. This budget will be presented as the

lower limit of project costs when forming a contract with the customer.

To form the final cost value, all calculated costs for individual items related

to the manager and the student are summed.

In the process of budgeting, the following grouping of costs by items is used:
- material costs of scientific and technical research;
- costs of  special equipment for scientific  work (Depreciation of
equipment used for design);
- basic salary;
- additional salary;
- labor tax;

- overhead.
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Table 15 Gantt chart

Duration of the project

Ne Participants ch’ December January February March April May
ays
1 2 |3 2| 3 1 2 3 1 2 3 2 2 3
| Supervisor 4
2 Student 21
3 Student 7
4 Supervisor/ 5/ ™
Student 3 .
5 Supervisor 5 N
6 Student 8 q
7 Student 27 N
2 Supervisor/ 11/
Student 35
9 Student 5 @
10 Supervisor/ 5/
Student 5 e
1 Supervisor/ 4/ NN
Student 2 l




6.5 Calculation xof material costs

The calculation of material costs is carried out according to the formula:
Cm: (1+kT )'ZPZ .Nconsi >
=1

where  m— the number of typesofmaterial resources consumed in the
performance of scientific research;
Nconsi — the amount of material resources of the i-th species planned to be used

when performing scientific research (units, kg, m, m?, etc.);

P; — the acquisition price of a unit of the i-th type of material resources
consumed (rub./units, rub./kg, rub./m, rub./m?, etc.);
kr — coefficient taking into account transportation costs.
Prices for material resources can be set according to data posted on relevant websites
on the Internet by manufacturers (or supplier organizations).
Energy costs are calculated by the formula:

c=pP, -P-F,,

where P, — power rates (5.8 rubles per 1 kWh for Tomsk);

P — power of equipment, kW,
F., - equipment usage time, hours.

Table 16 Material costs

= -
= 7
= o
Q
Name - | B
g5 | = s
2 |88 5 |8 4
S
S | < | E B |5 E

Video card Asus GeForce GTX 1660 Ti,

6 Gb Pcs 1 |38680,00 | 38680,00
Zalman Wattbit power supply, 600W Pcs 1 | 3050,00 | 3550,00
Silicon Power DDR4 RAM, 8 Gb Pcs | 3100,00 | 6200,00
A4 printer paper, 500 liters Dozen | 1 274,00 | 274,00

Total 48704,00
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Costs of special equipment

This point includes the costs associated with the acquirement of special

equipment (instruments, stands, devices and mechanisms) necessary to carry out

work on a specific topic.

Table 17 a Costs of special equipment (+software)

No equipment Quantity Price per Total cost of

identification of equipment unit, rub. equipment, rub.
1. | Laser printer 1 11000 11000
OR

Calculation of the depreciation. Depreciation is not charged if an

equipment cost is less than 40 thousand rubles, its cost is taken into account in full.

If you use available equipment, then you need to calculate depreciation:

H

__ neps a

100

A - annual amount of depreciation;

Crneps - initial cost of the equipment;

. - rate of depreciation;

100
H =
T

Cl1

Tcn - life expectancy.

Table 17 b Depreciation of special equipment (+software)

Depreciation
: Quantity | Total cost of | Life for the
Ne | equipment : :
: : : of equipment, | expectancy, | duration of
1dentification : _
equipment rub. year the project,
rub.
|  [Personal 1 75000 6 12500
Computer
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6.6 Basic salary

This point includes the basic salary of participants directly involved in the
implementation of the work on this research. The value of salary costs is determined

based on the labor intensity of the work performed and the current salary system.

The basic salary (Sb) is calculated according to the following formula:

Sp=8, Ty,
Where Sb— basic salary perparticipant;
T\ — the duration of the work performed by the scientific and technical
worker, working days;

Sa - the average daily salary of an participant, rub.

The average daily salary 1s calculated by the formula:

r7ie S,, — monthly salary of an participant, rub .;

M — the number of months of work without leave during the year:
at holiday in 48 days, M = 10.4 months, 6 day per week;
at holiday in 24 days, M = 11.2 months, 5 day per week;

F, — valid annual fund of working time of scientific and technical staff.

Table 18 The valid annual fund of working time

Working time indicators

Calendar number of days 365

The number of non-working days
- weekend 59

- holidays
Y 14

Loss of working time
- vacation 48

- sick absence

The valid annual fund of working time 251
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Monthly salary is calculated by formula:
Smonth = Sbase ) ( kpremium + kbonus) ) kreg 5

where Spase — base salary, rubles;
kpremium — premium rate;
Kponus — bonus rate;
kreg — regional rate.

Table 19 Calculation of the base salaries

Sbase, ) Smonth, Wd, Tp, Wbase,

Performers rubles Kpremium Kvonus | Kreg rub. rub. rub.
Supervisor 35120 1404,80 | 1,699 | 34 |[81149,68
Student 16139 645,56 | 1,699 | 113 |123939,12
Total: 20508879

6.7 Additional salary

This point includes the amount of payments stipulated by the legislation on
labor, for example, payment of regular and additional holidays; payment of time

associated with state and public duties; payment for work experience, etc.

Additional salaries are calculated on the basis of 10-15% of the base salary of

workers:

W .=k

a extra

/4

base »

where W44 — additional salary, rubles;
kexra — additional salary coefficient;
Wihase — base salary, rubles.
6.8 Labor tax
Tax to extra-budgetary funds are compulsory according to the norms

established by the legislation of the Russian Federation to the state social insurance

(SIF), pension fund (PF) and medical insurance (FCMIF) from the costs of workers.
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Payment to extra-budgetary funds is determined of the formula:

P .=k -W, .,+W._,)

social — base a

where kb — coefficient of deductions for labor tax.

In accordance with the Federal law of July 24, 2009 No. 212-FL, the amount
of insurance contributions is set at 30%. Institutions conducting educational and

scientific activities have rate - 27.1%.

Table 20 Labor tax
Project leader | Engineer
Coefficient of deductions 27.1%
Salary (basic and additional), 81149,68 123939,12
rubles
Labor tax, rubles 21991.56 3358.8

6.9 Overhead costs

Overhead costs include other management and maintenance costs that can be
allocated directly to the project. In addition, this includes expenses for the
maintenance, operation and repair of equipment, production tools and equipment,

buildings, structures, etc.

Overhead costs account from 30% to 90% of the amount of base and

additional salary of employees.

Overhead is calculated according to the formula:

Cov:kov.(W + de)

base a

where kov — overhead rate.

Table21 Overhead

Project leader | Engineer
Overhead rate 30%
Salary, rubles 81149,68 123939,12
Overhead, rubles 24344,90 37181,74
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6.10 Other direct costs
Energy costs for equipment are calculated by the formula:
C=P,-P-F,,

where P, —power rates (5.8 rubles per 1 kWh);
P —power of equipment, kW;

F,, —equipment usage time, hours.

Table 22 Electricity costs for technical purposes

Equipment P, P F, Per/kWh | Cost,
rubles
Supervisor of personal 0,6 0.234 1632 5.8 133,66
computers
Engineer's personal 0,8 0.308 | 723,2 779,61
computer
Workstations/personal 0.9 0.486 |720,0 122472
computers with installed
components purchased for
the project
Inkjet printer 1.0 0.550 14,0 7,70
Total: 2145,69

6.11 Formation of budget costs

After calculating all articles of the development cost estimate, the total
cost of the project "Mathematics and software for localization of rectal tumor
areas from computed tomography data" could be determined. The calculation of
the project implementation cost is shown in Table 23. The cost of the project was

366, 315.47 rubles.

Table 23 Items expenses grouping

Name Cost, rubles
1. Material costs 48704.00
2. Equipment costs 23500
3. Basic salary 205088,79
4. Additional salary 0
5. Labor tax 25350,36
6. Overhead 61526,63
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7. Other direct costs 2145,69
Total planned costs 366315,47

6.12 Evaluation of the comparative effectiveness of the project

Determination of efficiency is based on the calculation of the integral
indicator of the effectiveness of scientific research. Its finding is associated with
the definition of two weighted average values: financial efficiency and resource

efficiency.

The integral indicator of the financial efficiency of a scientific study is
obtained in the course of estimating the budget for the costs of three (or more)
variants of the execution of a scientific study. For this, the largest integral
indicator of the implementation of the technical problem is taken as the
calculation base (as the denominator), with which the financial values for all the

options are correlated.

The integral financial measure of development is defined as:

where 7 - integral financial measure of development;

C; — the cost of the i-th version;

Cmax — the maximum cost of execution of a research project (including

analogues).

The obtained value of the integral financial measure of development
reflects the corresponding numerical increase in the budget of development costs
in times (the value is greater than one), or the corresponding numerical reduction
in the cost of development in times (the value is less than one, but greater than
Z€er0).

Since the development has one performance, then 77= 1.



The integral indicator of the resource efficiency of the variants of the

research object can be determined as follows:
I8 =Y ab’ 17'=Yab’
i=1 i=1

where L integral indicator of resource efficiency for the i-th version

of the development;

% the weighting factor of the i-th version of the development;

b , b _ score rating of the i-th version of the development, is established

by an expert on the selected rating scale;
n — number of comparison parameters.

The calculation of the integral indicator of resource efficiency is presented
in the form of Table 24.

Table 24 Evaluation of the performance of the project

Weight Points
criterion
Criteria
1. Energy efficiency 0.12 13
2. Reliability 0.20 12
3. Safety 0.10 13
4. Functional capacity 0.18 13
Economic criteria for performance evaluation
1. Development cost 0.14 12
2. Market penetration rate 0.18 13
3. Expected lifecycle 0.08 9
Total 1 85
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The integral indicator of the development efficiency ( f& ) is determined
on the basis of the integral indicator of resource efficiency and the integral

financial indicator using the formula:

1{1’ a
=2 pote
Iy - 1

— p—vcen2
uen2 = uen2

unp

nT.AO

Comparison of the integral indicator of the current project efficiency and
analogues will determine the comparative efficiency. Comparative effectiveness

of the project:

]P
E ==
I

Thus, the effectiveness of the development is presented in Table 25.

Table 25 Efficiency of development

Ne Indicators Points
Integral financial measure of development 12
Integral indicator of resource efficiency of development 15
Integral indicator of the development efficiency 13

Comparison of the values of integral performance indicators allows us to
understand and choose a more effective solution to the technical problem from the
standpoint of financial and resource efficiency.

6.13 Conclusion

No profit is expected from the direct implementation of the current project.
It is assumed that the implementation of this project could make a significant
contribution to the start-up of large projects involving the use of artificial

intelligence tools to perform radiation diagnostics.
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According to BusinesStat estimates, the natural number of studies in the
tomography diagnostics market reaches 10.9 million in 2021. The most common
type of tomography in 2021 is computed tomography (68.5% of the natural
market volume). In addition, within the framework of this study, it was found that
among the disease types, respiratory diseases are the most common group: in
2021, the prevalence of this group is 24.8% of the total national indicator.
According to the above-mentioned study, more than 1.5 million CT scans are
performed annually to diagnose the rectal cancer area, so more than 11,000 were

performed in the Tomsk region.

The tool for analyzing CT images using artificial intelligence was used
only for the task of analyzing the lung region in the Tomsk region and was priced
at 250 rubles. For an automated study it can provide a profit of more than 1.3

million rubles per year.
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7  Social responsibility

7.1 Introduction

The developed project aims to use the neural network model to accurately
segment rectal cancer tumor images and provide a reference for doctors to
diagnose and analyze the disease. The development of the program is only carried

out with the help of computer.

In this section, harmful and dangerous factors affecting the work of
personnel will be considered, the impact of the developed program on the
environment, legal and organizational issues, measures in emergency situations

will be considered.

The work was carried out in the hall of residence of TPU (8th floor).

Room 85B was a research execution place.

The layout of the room is shown in Figure 15.

Figure 15 Room layout 85B

7.2 Legal and organizational issues of occupational safety

Today, one of the main approaches to radically improve all prevention

efforts in order to reduce the overall accident rate and occupational morbidity is
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the widespread implementation of an integrated occupational safety and health
management system. This means integrating isolated activities into a single

system with targeted actions at all levels and stages of the production process.

Occupational safety is a system of legislative, socio-economic,
organizational, technological, hygienic and therapeutic and prophylactic measures
and tools that ensure the safety, preservation of health and human performance in

the work process.

The Labor Code of the Russian Federation stipulates that normal working
hours may not exceed 40 hours per week, and employers must record the hours

worked by each employee[1].

In order to prevent accidents and ensure safe working conditions for
workers, rules on labor protection and safety measures were introduced, which are
mandatory for workers, managers, engineers and technicians.

7.3 Basic ergonomic requirements for the correct location and

arrangement of researcher’s workplace

The workplace when working with a PC should be at least 6 square meters.
The legroom should correspond to the following parameters: the legroom height
is at least 600 mm, the seat distance to the lower edge of the working surface is at
least 150 mm, and the seat height is 420 mm. It is worth noting that the height of
the table should depend on the growth of the operator[2].

The following requirements are also provided for the organization of the
workplace of the PC user: The design of the working chair should ensure the
maintenance of a rational working posture while working on the PC and allow the
posture to be changed in order to reduce the static tension of the neck and

shoulder muscles and back to prevent the development of fatigue.

In accordance with the GOST 12.2.032-78 SSBT[3], general ergonomic
requirements for seated workstations in the new and modern design of existing

equipment and production processes are specified. Every employee has the right:
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A workplace sitting in work is organized for light work that does not
require workers' free movements, as well as moderate work due to specialty of

technical processes;

The relative position of the workplace design and all the elements (the
way the seat, control device, the display information, etc.) must in line with
human measurement, physiological and psychological requirements and working

nature;

The workstation must be organized according to the requirements of the

Motivation Security, Specification and / or Guide;

Women should be considered when designing equipment and organizing
workplace, if only women work) and male (if only men's work); if the equipment

is repaired by women and male - women and men's overall average;

The design of production equipment and workplace should ensure the best

position of the workers, which is achieved by adjustment;

In accordance with the studio shape of each device according to the nature
of the work being performed. It can be that, there is a slit or desktop groove

groove for working. If necessary, the armrest should be installed on the studio;

The height of the footrest must be terrible. The width must be at least 300

meters, and the length must be at least 400 meters.

The type of working chair should be selected taking into account the
growth of the user, the nature and duration of work with the PC. The working
chair should be lifting and swivel, adjustable in height and angle of inclination of
the seat and back, as well as the distance of the back from the front edge of the
seat, while the adjustment of each parameter should be independent, easy to carry
out and have a secure fit[3].

7.4 Occupational safety
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Workplace safety is the responsibility of everyone in the organization.

Occupational hygiene is a system of ensuring the health of workers in the
process of labor activity, including legal, socio-economic, organizational and
technical, sanitary and hygienic, treatment and prophylactic, rehabilitation and

othermeasures.

Working conditions - a set of factors of the working environment and the

laborprocess that affect human health and performance.

Harmful production factor is a factor of the environment and the work
process that can cause occupational pathology, temporary or permanent decrease
in working capacity, increase the frequency of somatic and infectious diseases,

and lead to impaired health of the offspring.

Hazardous production factor is a factor of the environment and the labor

process that can cause injury, acute illness or sudden sharp deterioration in health,

death.

In this subsection it is necessary to analyze harmful and hazardous factors
thatcan occur during research in the laboratory, when development or operation of

the designed solution (on a workplace).

GOST 12.0.003-2015 * Hazardous and harmful production factors.
Classification" must be used to identify potential factors, that can effect on a
worker(employee).

Table 26 Potential hazardous and harmful production factors

Factors Stages of work Legislation documents
(GOST 12.0.003-
=
2015 i
) 212 |s
5 & |2
° = =
(= —
2 S 2.
o & S}
en
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Increased levels + + GOST 12.1.003-2014
of noise Occupational safety
standards system. Noise.

General safety

requirements
Lack or lack of + SanPiN 2.2.1/2.1.1.1278-
natural light, 03
insufficient illumination Hygienic requirements for

natural, artificial and mixed

lighting of residential and

public buildings
Electromagnetic + + + SanPiN 2.2.4.1329-03
fields Requirements for

protection of personnel from the
impact of impulse.

electromagnetic fields.

Abnormally high + + Sanitary rules GOST
voltage value in the 12.1.038-82 SSBT
circuit, the closure Electrical safety.
which may occur Maximum permissible
through the human levels of touch voltages and
body currents.

7.4.1 Increased levels of noise

Noise worsens working conditions; have a harmful effect on the human
body, namely, the organs of hearing and the whole body through the central
nervous system. It results in weakened attention, deteriorated memory, decreased

response, and increased number of errors in work.

Noise can be generated by operating equipment, air conditioning units,
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daylight illuminating devices, as well as spread from the outside.

When working on a PC, the noise level in the workplace should not
exceed 50 dB[4]. In order to study in a quiet environment, irrelevant applications
of the computer should be closed to reduce computer power consumption, thereby
reducing computer noise, and windows should also be closed to reduce
environmental noise.

7.4.2 Lack or lack of natural light, insufficient illumination

Light sources can be both natural and artificial. The natural source of the
light in the room is the sun, artificial light are lamps. With long work in low
illumination conditions and in violation of other parameters of the illumination,

visual perception decreases, myopia, eye disease develops, and headaches
appear[5].

According to the SanPiN 2.2.1/2.1.1.1278-03 standard[4], the illumination
on the table surface in the area of the working document should be 300-500 lux.
Lighting should not create glare on the surface of the monitor. [llumination of the

monitor surface should not be more than 300 lux.

The brightness of the lamps of common light in the area with radiation
angles from 50 to 90° should be no more than 200 cd/m, the protective angle of
the lamps should be at least 40°. The ripple coefficient should not exceed 5%.

7.4.3 Electromagnetic fields

In this case, the sources of increased intensity of the electromagnetic field
computer. 8 kA / m is considered acceptable [6]. An hour's working day for an
employee at his workplace, with the maximum permissible level of tension,
should be no more than 8 kA / m, and the level of magnetic induction should be
10 mT. Compliance with these standards makes it possible to avoid the negative

effects of electromagnetic radiation.

To reduce the level of the electromagnetic field from personal it is

recommended to connect no more than two computers to one outlet, make a
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protective grounding, connect the computer to the outlet through an electric field

neutralizer.

Sources of electromagnetic radiation in the workplace are system units
and monitors of switched-on computers. To bring down exposure to such types of
radiation, it 1s recommended to use such monitors, the radiation level is reduced,

as well as to install protective screens and observe work and rest regimes.

According to the intensity of the electromagnetic field at a distance of 50
cm around the screen along the electrical component should be no more than[6]:

- in the frequency range 5 Hz - 2 kHz - 25 V / m;
- in the frequency range 2 kHz - 400 kHz - 2.5 V/m.

The magnetic flux density should be no more than:

- in the frequency range 5 Hz - 2 kHz - 250 nT;
- in the frequency range 2 kHz - 400 kHz - 25
nT.

There are the following ways to protect against EMF:
- increase the distance from the source (the screen should be at
least 50 cm from the user);
- the use of pre-screen filters, special screens and other personal

protective equipment.

When using a computer, the source of EM is a monitor. Under the
influence of EM in the body, there may be a violation of normal blood
coagulability, an increase in the fragility of blood vessels, a decrease in immunity,
etc. The dose of irradiation at a distance of 20 cm to the display is 50 prem/hr.
According to the norms[7], the design of the computer should provide the power
of the exposure dose of x—rays at any point at a distance of 0,05 m from the screen

no more than 100 puR/h.

7.4.4 Abnormally high voltage value in the circuit
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The mechanical action of current on the body is the cause of electrical
injuries. Typical types of electric injuries are burns, electric signs, skin

metallization, tissue tears, dislocations of joints and bone fractures.

The following protective equipment can be used as measures to ensure the

safety of working with electrical equipment:

- disconnection of voltage from live parts, on which or near to
which work will be carried out, and taking measures to ensure
the impossibility of applying voltage to the workplace;
- posting of posters indicating the place of work;
- electrical grounding of the housings of all installations through
a neutral wire;
- coating of metal surfaces of tools with reliable insulation;
inaccessibility of current-carrying parts of equipment (the conclusion in
the case of electroporation elements, the conclusion in the body of current
carrying parts)[8].
7.5 Ecological safety

Presently section discusses the environmental impacts of the project
development activities, as well as the product itself as a result of its
implementation in production. The software product itself, developed during the
implementation of the master's thesis, does not harm the environment either at the
stages of its development or at the stages of operation. However, the funds

required to develop and operate it can harm the environment.

There is no production in the laboratory. The waste produced in the
premises, first of all, can be attributed to paper waste - waste paper, plastic waste,
defective parts of personal computers and other types of computers. Waste paper
is recommended accumulate and transfer them to waste paper collection points for

further processing. Place plastic bottles in specially designed containers.

Modern PCs are produced practically without the use of harmful
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substances hazardous to humans and the environment. Exceptions are batteries for
computers and mobile devices. Batteries contain heavy metals, acids and alkalis
that can harm the environment by entering the hydrosphere and lithosphere if not
properly disposed of. For battery disposal it is necessary to contact special

organizations specialized in the reception, disposal and recycling of batteries[9].

Fluorescent lamps used for artificial illumination of workplaces also
require special disposal, because they contain from 10 to 70 mg of mercury,
which is an extremely dangerous chemical substance and can cause poisoning of
living beings, and pollution of the atmosphere, hydrosphere and lithosphere. The
service life of such lamps is about 5 years, after which they must be handed over
for recycling at special reception points. Legal entities are required to hand over
lamps for recycling and maintain a passport for this type of waste. An additional
method to reduce waste is to increase the share of electronic document
management[9].

7.6 Safety in emergency

An emergency situation (ES) is a situation in a certain territory that has
developed as a result of an accident, hazardous natural phenomenon, catastrophe
or other disaster, which may entail human casualties, damage to human health or
the environment, significant material losses and violation of the living conditions
of people. Emergency for the presented work space is a fire. This emergency can
occur in the event of non-compliance with fire safety measures, violation of the
technique of using electrical devices and PCs, violations of the wiring of electrical

networks and a number of other reasons.

A fire in the working environment of the PC operator can be caused by
non-electrical and electrical causes. Causes of a non-electrical nature include
negligent and careless handling of fire (smoking, leaving heating devices

unattended)[10]. Electrical causes include:

» short circuit.
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» dangerous overload of networks, which leads to strong heating of live

parts and ignition of insulation.
 start-up of equipment after incorrect and unqualified repairs.

To prevent emergencies, it is necessary to comply with fire safety rules in

order to ensure the state of protection of employees and property from fire

To protect against short circuits and overloads, it is necessary to correctly

select, install and use electrical networks and automation equipment.

To prevent the occurrence of fires, it is necessary to exclude the formation
of a combustible environment, to monitor the use of non-combustible or hardly

combustible materials in the construction and decoration of buildings.
It is necessary to carry out the following fire prevention measures:

« organizational measures related to the technical process, taking into
account the fire safety of the facility (personnel briefing, training in safety rules,

publication of instructions, posters, evacuation plans).

» operational measures that consider the operation of the equipment used
(compliance with equipment operating standards, ensuring a free approach to

equipment, maintaining conductor insulation in good condition).

» technical and constructive measures related to the correct placement
and installation of electrical equipment and heating devices (compliance with fire
safety measures when installing electrical wiring, equipment, heating, ventilation

and lighting systems).

To increase the resistance of the working room to emergencies, it is
necessary to install fire alarm systems that react to smoke and other combustion
products, install fire extinguishers. Also, two times a year to conduct drills to

practice actions in case of fire.

An evacuation plan is presented in the presented working room at the
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entrance, a fire alarm system is installed. The room is equipped with OU-2 type
carbon dioxide fire extinguishers in the amount of 2 pieces per one working area.
There is an electrical panel within the reach of workers, with the help of which it

is possible to completely de-energize the working room.

In the event of a fire, you must call the fire department by phone 101 and
inform the place of the emergency, take measures to evacuate workers in
accordance with the evacuation plan. In the absence of direct threats to health and
life, make an attempt to extinguish the resulting fire with existing carbon dioxide
fire extinguishers. In case of loss of control over the fire, it is necessary to
evacuate after the employees according to the evacuation plan and wait for the
arrival of the fire service specialists.

7.7 Conclusion

Each employee must carry out professional activities with taking into
account social, legal, environmental and cultural aspects, issues health and safety,
be socially responsible for the solutions, be aware of the need for sustainable

development.

In presently section covered the main issues of observance of rights
employee to work, compliance with the rules for labor safety, industrial safety,

ecology and resource conservation.

It was found that the researcher's workplace satisfies safety and health
requirements during project implementation, and the harmful impact of the

research object on the environment is not exceeds the norm.
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8.
9.

Reference for social responsibility
Federal Law "On the Fundamentals of Labor Protection in the

Russian Federation" of 17.07.99 Ne 181 — FZ.

. SanPiN 2.2.2/2.4.1340-03 Hygienic requirements for personal electronic

computers and organization of work.

. GOST 12.2.032-78 SSBT. Workplace when performing work while sitting.

General ergonomic requirements.

. GOST 12.1.003-2014 SSBT. Noise. General safety requirements.
. SanPiN 2.2.1/2.1.1.1278-03. Hygienic requirements for natural, artificial and

combined lighting of residential and public buildings.
SanPiN 2.2.4.1329-03 Requirements for protection of personnel from the impact

of impulse electromagnetic fields.

. GOST R ISO 1410-2010. Environmental management. Assessment of life Cycle.

Principles and structure.
GOST 12.1.038-82 Occupational safety standards system. Electrical safety.
GOST R 52105-2003 Resources saving. Waste treatment.

10. GOST 12.2.003-91 Occupational safety standards system. Industrial

equipment. General safety requirements.
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Appendix A Program code based on U-Net network model
Initial settings

im_height =512

im_width =512

batch size =32

epochs =10

if not os.path.exists("save weights"):
os.makedirs("save weights")

image path ="../input/ Rectal cancer picture/"
train_dir = image path + "train"

validation_dir = image path + "test"

test_dir = 1image path + "valid"

Data pre-processing

train_image generator =

ImageDataGenerator( rescale=1./255,shear _range=0.2,z
oom_range=0.2,

horizontal flip=True)

validation _image generator =

ImageDataGenerator(rescale=1./255)

test image generator =

ImageDataGenerator(rescale=1./255)

Generate data

train_data gen =
train_image generator.flow from_directory(directory=t

rain_dir,
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batch_size=batch_size,
shuffle=True,

target size=(im_height, im_ width),
class_ mode='categorical')

total train = train_data gen.n

val data gen =

validation _image generator.flow from directory(direct
ory=validation_dir,

batch_size=batch_size,

shuffle=False,

target size=(im_height, im width),

class mode='categorical')

total val =val data_gen.n

test data gen =

test image generator.flow from_directory( directory=t
est_dir,

batch_size=batch_size,

shuffle=False,

target size=(im_height, im_ width)

class mode='categorical')

total test =test data gen.n

Result
Found 2423 images belonging to 2 classes.
Found 303 images belonging to 2 classes.

Found 303 images belonging to 2 classes.

Building the model
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def build unet(self, n_filters=16, dropout=0,

batchnorm=True, padding='same'):

def conv2d block(input tensor, n_filters=16,

kernel size=3, batchnorm=True, padding='same"):

# the first layer
x = Conv2D(n_filters, kernel size,
padding=padding)(input tensor)
if batchnorm:
x = BatchNormalization()(x)
x = Activation('relu')(x)

# the second layer

x = Conv2D(n_filters, kernel size, padding=padding)(x)

if batchnorm:

x = BatchNormalization()(x)
X = Activation('relu')(x)
return X

img = Input(shape=self.shape)
# contracting path

cl =conv2d block(img, n_filters=n_filters * 1,
kernel size=3, batchnorm=batchnorm,
padding=padding)

pl = MaxPooling2D((2, 2))(cl)

p1 = Dropout(dropout * 0.5)(p1)

c2 =conv2d block(pl, n_filters=n_filters * 2,
kernel size=3, batchnorm=batchnorm,
padding=padding)

p2 = MaxPooling2D((2, 2))(c2)
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p2 = Dropout(dropout)(p2)

c3 =conv2d block(p2, n_filters=n_filters * 4,
kernel size=3, batchnorm=batchnorm,
padding=padding)

p3 = MaxPooling2D((2, 2))(c3)

p3 = Dropout(dropout)(p3)

c4 = conv2d block(p3, n_filters=n_filters * 8§,
kernel size=3, batchnorm=batchnorm,
padding=padding)

p4 = MaxPooling2D((2, 2))(c4)

p4 = Dropout(dropout)(p4)

c5 =conv2d block(p4, n_filters=n_filters * 16,
kernel size=3, batchnorm=batchnorm,
padding=padding)

# extending path

u6 = Conv2DTranspose(n_filters * 8, (3, 3), strides=(2,
2), padding='same")(c5)

u6 = concatenate([u6, c4])

u6 = Dropout(dropout)(u6)

c6 = conv2d block(u6, n_filters=n_filters * 8§,
kernel size=3, batchnorm=batchnorm,
padding=padding)

u7 = Conv2DTranspose(n_filters * 4, (3, 3), strides=(2,
2), padding='same")(c6)

u7 = concatenate([u7, c3])

u7 = Dropout(dropout)(u7)

c¢7 =conv2d block(u7, n_filters=n_filters * 4,
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kernel size=3, batchnorm=batchnorm,
padding=padding)

u8 = Conv2DTranspose(n_filters * 2, (3, 3), strides=(2,
2), padding='same")(c7)

u8 = concatenate([u8, c2])

u8 = Dropout(dropout)(u8)

c8 = conv2d block(u8, n_filters=n_filters * 2,

kernel size=3, batchnorm=batchnorm,
padding=padding)

u9 = Conv2DTranspose(n_filters * 1, (3, 3), strides=(2,
2), padding='same")(c8)

u9 = concatenate([u9, cl])

u9 = Dropout(dropout)(u9)

c9 = conv2d block(u9, n_filters=n_filters * 1,

kernel size=3, batchnorm=batchnorm,
padding=padding)

output = Conv2D(1, (1, 1), activation="sigmoid')(c9)
return Model(img, output)

self.unet = self.build unet()

self.unet.summary/()

Compilation Network

optimizer = Adam(0.0002, 0.5)
self.unet.compile(loss='mse', optimizer=optimizer,
metrics=['accuracy'])

def metric_fun(self, y true,y pred):

fz = tf.reduce sum(2 * y true * tf.cast(tf.greater(y pred,



0.1), tf.float32)) + 1e-8

fm = tf.reduce sum(y_true + tf.cast(tf.greater(y pred,
0.1), tf.float32)) + 1e-8

return fz / fm
self.unet.compile(loss='mse’,
optimizer=optimizer,

metrics=[self.metric_fun])

Training Network

X_train, x_label, y train, y label = self.load data()
callbacks = [EarlyStopping(patience=100, verbose=2),
ReduceLROnPlateau(factor=0.1, patience=20,

min_Ir=0.0001, verbose=2),

ModelCheckpoint('./weights/best model.h5', verbose=2,

save best only=True)
# training

results = self.unet.fit(x_train, x _label, batch size=32,

epochs=200, verbose=2,

callbacks=callbacks, validation split=0.1, shuffle=True)

Precision

mask = self.unet.predict(x_train[index:index +

batch size]) > 0.1
mask true =x_label[index, :, :, 0]
if (np.sum(mask) > 0) == (np.sum(mask_true) > 0):

n+=1
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