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Topic modeling and text classification

Natural language processing (NLP) is a part of machine learning and deep learning
that works with texts. Topic modeling is one of NLP methods that represents a document
collection. This progressive way of text processing can be used by linguists in their work.
This article contains an example of topic modeling implementation. The most popular
methods were applied to extract 5 topics from document collection.
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With invention of computers a lot of scientific fields have found new ways
to solve their problems, studying became easier in many ways. Linguistic is not
an exception. Natural language processing (NLP) is one of new possibilities that
linguists can imply in their work. NLP is a combination of informatics and
linguistics. It uses machine learning and neural networks to solve problems.

Topic modeling is one of the problems that NLP works with. It is a method
that constructs a model of a document collection. That model represents which
topic every document has. Any text can be represented as a vector of words, such
vector has an excessively large dimension. Topic modeling allows to decrease the
number of dimensions, it also allows synonymy and polysemy [3]. Topic models
transform documents into a number of topics, those representations can be used
in document classification [6].

The main purpose of topic modeling is highlighting several topics that
produced a certain document collection. This task is reduced to searching an
approximated product of two matrixes with less dimensionality, these are term-
document and term-topic matrixes [2].

One of the first methods of topic modeling is latent semantic analysis (LSA).
The main idea is to project high dimensioned vectors to a latent semantic space
(approximated lower dimensional space). The projection must be linear and based
on singular value decomposition (SVD) of the matrix. This method does not allow
one document to have more than one topic. The probabilistic latent semantic
analysis [11] (PLSA) has been developed to overcome this problem, the task is to
maximize log-likelihood using EM-algorithm.

The most popular topic modeling method is Latent Dirichlet allocation
(LDA) [9, C. 993]. The comparison of LDA and LSA is discussed in [5], the
author notes that LDA is better than LSA in research with short texts.

The alternative of biasing models is additive regularization of topic
models (ARTM). It is a general approach to the combination of topic models,
in which not only log-likelihood but also other features are maximized. These
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features are called regularizers. ARTM is based on PLSA because this model
does not have any regularizers [14]. ARTM is used in cases when a task
requires combined models and biasing models become too complicated.

Matrix factorization technics can also be valuable for topic modeling. The
most suitable method is non-negative matrix factorization (NMF) [12]. The
main difference of this method is restriction on resulting matrixes. They cannot
contain negative values. In [15] the deep NMF was proposed, which combines
deep learning and NMF. The authors of [12] in their work compared 5 different
NMF algorithms and made a conclusion that Brunet-algorithm [10] is the most
affective. Semantic-assisted NMF (SeaNMF) was proposed in [13]. This
model uses semantic relationships between words and context for learning. The
model was proposed for topic modeling of short texts (because such texts do
not have enough information about mutual occurrence of words).

It can be necessary to present topics for some tasks hierarchically — from
more general topics to more specific ones. In such cases hierarchy topic models
can be implied [4]. In [8] LDA hierarchy was suggested (hLDA). It is based
on nested Chinese restaurant process (nCRP). CRP (generates a distribution of
N objects over an unlimited number of partitions), can be used in cases when
the resultant number of topics is unknown and nCRP — in cases when the
number of hierarchy layers is unknown.

A lot of new models are based on semantic relationships between words,
that extremely depends on the document collection’s language. Most of such
works are done on English texts collections. Exactly semantic based models
show the best results.

There are several different methods to evaluate topic model, they can be
divided into two categories: expert evaluation and quantitative indicators (such
as coherence and perplexity) [1, C. 5]. Expert evaluation means methods that
involve human assessment of quality, for example, it can be done in tabular
form by comparing top 10 words of each topic. In 2012 scientists from
Stanford University developed a more complex approach «Termitey for tabular
visualization of term-topic matrix.

In this work a collection of scientific text’s annotations was used. The
corpus contained about 80 documents on the topic of chemistry.

Standard text preparation. Texts were reduced to lower case, tokenization
and lemmatization were implied; stop-words, words that appear in less than
three texts, words that are shorter than four symbols were removed.

TF-IDF. Texts were transformed into digital TF-IDF vectors. The result
was vector, the number of columns of which was the number of unique words
in the whole corpus, the number of rows equals the number of documents, and
each element means how important the word is for the document (text). Models
can work with such digital vectors.
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3. Topic modeling methods.
In this work four different methods are presented. These are LDA, NMF,
LSA and SeaNMF. The PMI score was used to evaluate model quality (table).

Table
PMI scores for different topic models

model n_topics PMI score

LDA 5 1.08

NMF (forbenius) 5 0.58
NMF (kulbak-leibler) 5 0.37
LSA 5 0.61

SeaNMF 5 0.24

LDA showed the best result with the coherent score. But the model
extracted one topic that contains the most popular words in the whole corpus,
that means the result is not valid. The distribution of topics is represented by 5
most important words (Fig. 1).

Topic 1 Topic 2 Topic 3
plasmanic I solidification I high _
700 I heating I carbide _
related fJ substrate §| entropy [N
article implication | phase [ NG

transformation I conversion | ceramic _
Fig. 1. LDA topic distribution

NMF (Frobenius norm was minimized). This method performed best.

The words in different topics are evenly distributed (Fig. 2). The texts with

dimension reduction are presented (Fig. 3), the color represents which topic

each text is related to. We can see that topics perfectly separated to clusters.
In this work an example of topic modeling was shown. Just the most
popular methods were used, as was shown in the introduction there are a lot
more. Every case is unique, and the researcher should choose the method that

suits him best.
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The work resulted in the division of the corpus into five topics. Further
expert evaluation is required for more accurate result analysis.
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A.B. Camapun, O.A. Illepoamenko
Cmapoockonvckuii hunuan beneopoockozo eocyoapcmeennoco
HAYUOHAbHO20 UCCNe008AMeNbCKO20 YHUBEepCUmema

K Bompocy o nepeBojie aHIJIHICKOT0 MOJIOEKHOTO CJIEHTa

CraTbsl IOCBsIILIEHA AHTVIMHCKOMY CIICHTY MOJIOJIEXKH, KaK CII0COOY X CaMOBBIpake-
HHUA, a TaKKC BBIPAXKCHHA HX OTHOLICHUA K MUPY W OKPYKAIOIIHUM JIFOSAM. I/ICHOJ'II)BYX
CIIEHT B CBOEH pE4YM MOJIOZBIE JIFOJIU AENAI0T CBOK pedb spye, KOpode U IKCIPECCUBHEE,
YTO YacTO CO3/1aeT IPOOJIEMBI B IEPEBO/IE. ITO OOBICHIETCS IMHIBOKYIBTYPHBIMHU PA3JIN-
YUSIMU B SI3BIKOBOM cpejie pyCCKUX M aHTJIMYaH (AaMEpUKAHIIEB).

KiroueBble ciioBa: MepeBOJ; CIEHI; MOJIOAEXKb; AHITIO-aMEPUKAHCKas S3bIKOBas
Cpela; CTYACHTHI; IKOJbHUKH.

TepMHUH «IIepeBO/I» MHOIO3HAYEH, U Y HETO €CTh JIBAa TEPMHUHOJIOTHYE-
CKHMX 3HAYCHHUsI, KOTOpble HaC MHTepecytoT. [lepBoe U3 HUX onpenenseT MbiC-
JUTENbHYIO JESATEIbHOCTh, MPOIIECC TMepeadu COoAep KaHUsl, BBIPAKEHHOTO
Ha OJTHOM SI3bIKE€ CpEJICTBaAaMHU APYIroro sizblika. BTOpoe Ha3bIBaeT pe3ysbTar
3TOrO Mpolecca — MUCbMEHHBIH [3, ¢. 117].

A.B. ®enopoB npemiaraer cienytoiiee onpeaeneHue: «CioBo «mepe-
BOJI» SIBJISIETCS OOIIEU3BECTHBIM M OOIIEIOHITEIM, HO M OHO, KaK 0003HAUYEHHE
0co00ro BHjIa YEJIOBEYECKOU JIEATEIbHOCTH U €€ pe3ysbTara, TpeOdyeT yTou-
HEHUsI ¥ TEPMHUHOJIOTHYECKOT0 orpeeneHus. OHo 0003HavaeT ciaeayoliee:
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